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Bonus: Helps in polynomial identity testing.
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Trivial Upperbound: $(d+1)^{n}$
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Special Case: $\mathcal{C}=\mathcal{C}^{\prime}\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ where algebraic rank of $\left\{f_{1}, \ldots, f_{m}\right\}=k$, and
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Q: Can the upperbound be made $\approx(d+1)^{k}$ ?
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$$
f(\mathbf{x}+\mathbf{z})-f(\mathbf{z})=\underbrace{x_{1} \cdot \partial_{x_{1}} f+\cdots+x_{n} \cdot \partial_{x_{n}} f}_{\text {Jacobian }}+\text { higher order terms }
$$

[PSS18]: Look up till the inseparable degree in the expansion.
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$f_{1}, f_{2}, \ldots, f_{k} \in \mathbb{F}[\mathbf{x}]$ are algebraically independent if and only if for every $\left(v_{1}, v_{2}, \ldots, v_{k}\right)$ with $v_{i} s$ in $\mathcal{I}_{t}$,

$$
\mathcal{H}(\mathbf{f}, \mathbf{v})=\left[\begin{array}{ccc}
\cdots & \mathcal{H}_{t}\left(f_{1}\right)+v_{1} & \cdots \\
\cdots & \mathcal{H}_{t}\left(f_{2}\right)+v_{2} & \cdots \\
& \vdots & \\
\cdots & \mathcal{H}_{t}\left(f_{k}\right)+v_{k} & \cdots
\end{array}\right] \text { has full rank over } \mathbb{F}(\mathbf{z})
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where $t$ is the inseparable degree of $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ and

$$
\left.\mathcal{I}_{\mathrm{t}}=\left\langle\mathcal{H}_{\mathrm{t}}\left(f_{1}\right), \mathcal{H}_{\mathrm{t}}\left(f_{2}\right), \ldots, \mathcal{H}_{\mathrm{t}}\left(f_{\mathrm{k}}\right)\right\rangle\right\rangle_{\mathbb{F}(\mathbf{z})}^{\geq 2} \bmod \langle\mathbf{x}\rangle^{t+1} \subseteq \mathbb{F}(\mathbf{z})[\mathbf{x}] .
$$
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Suppose $\circ f_{1}, \ldots, f_{m} \in \mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$

- algebraic rank of $\left\{f_{1}, \ldots, f_{m}\right\}=k$
- inseparable degree of $\left\{f_{1}, \ldots, f_{m}\right\}=t$

Then, we can construct

$$
\Phi: \mathbb{F}[\mathbf{x}] \rightarrow \mathbb{F}(s)\left[y_{0}, y_{1}, \ldots, y_{k}\right]
$$

such that

$$
\operatorname{algrank}_{\mathbb{F}}\left(f_{1} \circ \Phi, \ldots, f_{m} \circ \Phi\right)=k
$$

whenever
■ each of the $f_{i}^{\prime}$ 's are sparse polynomials,
■ each of the $f_{i}$ 's are products of variable disjoint, multilinear, sparse polynomials.
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Step 1: Capture algebraic rank via linear rank of the PSS-Jacobian
Step 2: For a generic linear map $\Phi: \mathbf{x} \rightarrow \mathbb{F}(s)\left[y_{1}, \ldots, y_{k}\right]$, write PSS $\mathbf{J}_{\mathbf{y}}(\mathbf{f} \circ \Phi)$ in terms of $\mathbf{P S S} \mathbf{J}_{\mathbf{x}}(\mathbf{f})$. This can be described succinctly as

$$
\text { PSS } \mathbf{J}_{\mathbf{y}}(f \circ \Phi)=\Phi\left(\operatorname{PSS} \mathbf{J}_{\mathbf{x}}(\mathbf{f})\right) \cdot M_{\Phi}
$$

What we need: $\Phi$ such that
■ $\operatorname{rank}\left(\Phi\left(\mathbf{P S S}_{\mathbf{x}}(\mathbf{f})\right)\right)=\operatorname{rank}\left(\operatorname{PSS} \mathbf{J}_{\mathbf{x}}(\mathbf{f})\right)$ : Can be done if $\mathbf{f}^{\prime}$ S are some structured polynomials (for example, sparse).
■ $M_{\Phi}$ preserves rank. That is,

$$
\operatorname{rank}\left(\Phi\left(\mathbf{P S S} \mathbf{J}_{\mathbf{x}}(\mathbf{f})\right) \cdot \mathbf{M}_{\Phi}\right)=\operatorname{rank}\left(\Phi\left(\mathbf{P S S} \mathbf{J}_{\mathbf{x}}(\mathbf{f})\right)\right)
$$

The Faithful Map
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## The FAITHFUL MAP


$M_{\Phi}\left(\mathbf{x}^{\mathbf{e}}, \boldsymbol{y}^{\mathbf{d}}\right)=\operatorname{coeff}_{\mathbf{y}^{\mathbf{d}}}\left(\Phi\left(\mathbf{x}^{\mathbf{e}}\right)\right)$

Taking inspiration from the prev. case: $M_{\Phi}\left(x_{i}, y_{j}\right)=s^{w t(i) j}$

For the correct definition of wt( $(i)$, things work out.
$\Phi\left(x_{i}\right)=a_{i} \cdot y_{0}+\sum_{j \in[k]} s^{w t(i) j} \cdot y_{j}$
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Thank you!

