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In each iteration, reduce the number of layers till it becomes $(d+1)$ such that
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■ the polynomial being computed continues to look like

$$
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where

$$
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■ number of error terms collected is small.
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