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[Tavenas-Limaye-Srinivasan]

$$
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[Carmossino-Impagliazzo-Lovett-Mihajlin]

$$
\Omega\left(n^{\frac{\omega}{2}+\varepsilon}\right) \text { for } f_{n, c} \Longrightarrow \Omega\left(2^{n}\right) \text { for } f_{n, n}^{\prime} .
$$
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Can we do better at least in the homogeneous case?

Theorem: Any homogeneous non-commutative circuit computing

$$
\operatorname{OSym}_{n, d}(\mathbf{x})=\sum_{1 \leq i_{1}<\cdots<i_{d} \leq n} x_{i_{1}} \cdots x_{i_{d}}
$$

has size $\Omega(n d)$ for $d \leq \frac{n}{2}$. The lower bound is tight for homogeneous non-commutative circuits.
Further, there is a non-commutative circuit of size $O\left(n \log ^{2} n\right)$ that computes $\operatorname{OSym}_{n, n / 2}(\mathbf{x})$.
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Main Observation: For any $f$ that is computable by a homogeneous non-commutative circuit of size $s$,
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Therefore, $\mu\left(\mathcal{C}_{f}\right) \geq n$.
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Question: Can we prove the same lower bound against general non-commutative circuits?
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Step 2: Write each of $\left\{\partial_{i} f\right\}_{i}$ using $\partial_{v} f^{\prime}$ and $\left\{\partial_{i} f^{\prime}\right\}_{i}$. Add (the $\leq 10$ extra) edges accordingly.
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Lemma: If there is a homogeneous NC circuit of size $s$ computing $f \in \mathbb{F}[\mathbf{x}]$, then there is a homogeneous NC circuit of size at most $5 s$ that simultaneously compute $\left\{\partial_{1, \chi_{1}} f, \ldots, \partial_{1, \chi_{n}} f\right\}$.
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$$
f=\operatorname{OSym}_{n, d}(\mathbf{x})=\sum_{1 \leq i_{1}<\cdots<i_{d} \leq n} x_{i_{1}} \cdots x_{i_{d}}
$$

- There is a homogeneous non-commutative circuit of size $O\left(n^{2}\right)$ that computes $\operatorname{OSym}_{n, \frac{n}{2}+1}(\mathbf{x})$.
- This shows that our lower bound is tight in the homogeneous setting.
- There is a non-commutative circuit of size $O\left(n \log ^{2} n\right)$ that computes all the elementary symmetric polynomials simultaneously.
- This shows a super-linear separation between homogenous and non-homogeneous non-commutative circuits.
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Conjecture: If

$$
f=x_{1} x_{0}^{d-1} f_{1}+x_{0} x_{1} x_{0}^{d-2} f_{2}+\cdots+x_{0}^{d-1} x_{1} f_{d}
$$

can be computed by a non-commutative circuit of size $s$, then $\left\{f_{1}, \ldots, f_{d}\right\}$ can be simultaneously computed by a non-commutative circuit of size $O(s+d)$.

If true, then the answer to the second question is "yes".

Thank you!

