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Abstract

The connection between Algebraic Independence and PITs was first studied by
Beecken-Mittmann-Saxena [BMS11]. The ideas were then used to solve PITs for
non-trivial circuit classes by Agrawal-Saha-Saptharishi-Saxena [ASSS12]. However,
they required the field under consideration to have characteristic zero.

The reason was that their technique required constructing "faithful maps", for which
they used the Jacobian Criterion, and this required the field to have characteristic
zero. Recently however, Pandey-Saxena-Sinhababu [PSS16] gave a Jacobian-like
criterion for fields of arbitrary characteristic.

In this thesis, we have used the [PSS16] criterion to construct "faithful maps" for
fields of any characteristic. Further, this allowed us to extend the sparse polynomial
PIT presented in [BMS11] to arbitrary fields in the case when a parameter called the
"inseparable degree" is constant.
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1Introduction

The area of complexity theory tries to classify problems depending on the amount
of resources it requires with respect to the size of its input. In Algebraic Complexity
Theory one tries to, among other things, classify polynomials according to how
"easy" it is to compute them. The "easy"ness of a polynomial is mostly described
by the minimum number of operations required to compute it and this measure is
written in terms of the number of variables it depends on and its degree.

An n-variate polynomial that requires poly(n) many operations is considered to be
efficiently computable. "Low degree" polynomials that are efficiently computable
constitute the class VP — the algebraic counterpart of P, the class of efficiently
solvable problems. Similarly VNP, the class of "explicit" polynomials, is the algebraic
counterpart of the class NP. Both these classes were formally defined by Valiant
in his seminal paper [Val79], where he also defined complete problems for these
classes.

Further, these complete problems show that VP seems to have the computational
powers equivalent to a class considered to be much smaller than P, while VNP seems
of have computational powers much stronger than that of NP. Thus, it seems like
solving the question of VP ≠ VNP must precede solving the question of P ≠ NP.

Another question that Algebraic Complexity tries to answer is that of Polynomial
Identity Testing (or PIT). Given an algebraic circuit C, we want to check whether
the polynomial computed by it is identically zero or not. This is one of the simplest
questions one would want to ask about a given circuit, and yet answering this
deterministically turns out to be hard.

This was "justified" by providing strong connection between PITs and lower bounds
in algebraic circuits, as shown by Kabanets-Impagliazzo [KI03], Heintz-Schnor
[HS80], Agrawal [Agr05] and Dvir-Shpilka-Yehudayoff [DSY08]. In fact, Agrawal
[Agr11] showed that under some structural assumptions on the PIT, a strong enough
result will separate VP from VNP.

To understand the PIT question a little better, we first define what an algebraic
circuit is. Suppose one wants to draw a pictorial representation of computing a
polynomial. How would one do it? The picture that should come to your mind is
exactly what an arithmetic circuit looks like. Formally,
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Definition 1.0.1. An arithmetic circuit is a DAG with the leaves being the input nodes
labelled by either variables or field elements. Each edge is labelled by a field element and each
non-leaf node is labelled by a “+” or a “×”. Each gate and each edge computes a polynomial.
The leaves compute the polynomial corresponding to its label. Each edge computes the
polynomial equal to its label times the polynomial computed by the node it is coming out
of. Each + gate computes the sum of the polynomials computed by the incoming edges,
and each × computes the product of the polynomials computed by its incoming edges. The
polynomials computed at the nodes with no out-going edges are the polynomials computed
by the circuit. ◊

There are two kinds of PIT questions that can arise depending on what kind of
access we have to the circuit. If we are allowed to actually look at the circuit — more
formally, if we are allowed to query how the nodes and wires are connected — then
the task of checking whether the circuit outputs the identically zero polynomial is
called "white-box" PIT. Note that one cannot afford to expand the entire polynomial
computed by the circuit as there might be super-polynomially many monomials.

On the other hand, if we are only allowed evaluation access — that is, if we are
only allowed to check whether the circuit evaluates to zero or not at points of our
choice— then checking if the circuit outputs the identically zero polynomial is called
"black-box" PIT. Note that in this case, all that one can essentially do is evaluate the
circuit on a small set of points which is guaranteed to have the property that every
non-zero circuit produces at least one non-zero evaluation in this set. Such a set of
points is called a hitting set.

It is important to note that PIT has a trivial randomized algorithm because of the
Schwartz-Zippel Lemma [Sch80], [Zip79], [DL78]. Thus, all of the research in PIT is
basically about trying to de-randomise the Schwartz-Zippel test. We do not have a
sub-exponential time PIT for general circuits yet. However, there have been progress
for restricted classes like depth-2 circuits - [KS01], [AB99]; depth-3 powering circuits
- [Kay10; Sax08], [ASS12], [FS13]; non-commutative ABPs - [FS13], [GKS16]; depth-3
circuits with constant top fan-in - [KS07], [DS05; SS09; KS09; SS10], [SS11]; depth-4
multilinear circuits with constant top fan-in - [SV11]; Σ⋀ΣΠ - circuits with constant
bottom fan-in - [Kay12].

Another important point to note is that, just like lowerbounds, PITs seem to be
difficult for even general depth-3 and depth-4 circuits. The reason for this can
be explained by the depth reduction results. Agrawal-Vinay (later simplified by
Koiran, Tavenas) [AV08; Koi12; Tav15] show that polynomial time black-box PITs
for structured depth-4 circuits will imply quasi-poly time PITs for general circuits.
Similarly Gupta-Kamath-Kayal-Saptharishi [GKKS13] show that polynomial time
black-box PITs for depth-3 circuits, over characteristic zero fields, will imply quasi-
poly time PITs for general circuits.
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1.1 Unifying PIT Approaches

Although progress has been made in the PIT question for various restricted classes
of circuits, each result seems to depend on the restriction assumed. So, the natural
question would be whether there is a unifying approach for most (if not all) of
these PIT results. Agrawal-Saha-Saptharishi-Saxena [ASSS12] gave a unified ap-
proach to PITs for depth-2 circuits, depth-3 circuits with constant top fan-in, depth-4
multilinear circuits with constant top fan-in among others. They do so via the
concepts of "algebraic independence" and the "Jacobian", which were introduced by
Beecken-Mittman-Saxena [BMS11]. However, the approach works only over fields
of characteristic zero.

To understand the reason, we must understand the heart of their technique. A
set of polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] is said to be algebraically inde-
pendent over F iff there is no non-zero polynomial A ∈ F[y1, y2, . . . , ym] such that
A( f1, f2, . . . , fm) = 0. Now one can prove that the family of all algebraically indepen-
dent subsets of { f1, f2, . . . , fm} forms a matroid [Oxl06]. Hence the size of maximal
algebraically independent subsets of { f1, f2, . . . , fm} is well-defined and this quantity
is called the algebraic rank of { f1, f2, . . . , fm} (denoted by algrank( f1, f2, . . . , fm)).

The connection between algebraic independence and PIT stems from the concept of
faithful maps. Given a set of polynomials { f1, f2, . . . , fk}, a linear map

ϕ ∶ {x1, x2, . . . , xn}→ {y1, y2, . . . , yk}

is said to be faithful if {ϕ( f1), ϕ( f2), . . . , ϕ( fk)} has the same rank as { f1, f2, . . . , fm}.
The connection is established in this crucial lemma.

Lemma 1.1.1. Suppose f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] and ϕ is a faithful map. Then, for
any circuit C(z1, . . . , zm),

C( f1, f2, . . . , fm) = 0⇔ ϕ (C( f1, f2, . . . , fm)) = 0

Note that in this lemma, there is no assumption on the characteristic of the field and
[BMS11] used it to show PIT results for some classes. For bounded degree circuits
they gave a PIT over arbitrary fields. However, the dependency on the degree is
huge. For the restricted case of sparse polynomials over characteristic zero fields,
they were able to construct faithful maps using the Jacobian matrix to give much
better PITs.

1.1 Unifying PIT Approaches 3



For the polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn], the Jacobian matrix Jx(f), for
f = ( f1, f2, . . . , fm) is defined as follows.

Jx(f) = (∂xi( f j))i∈[n],j∈[m] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂x1( f1) ∂x1( f2) . . . ∂x1( fm)

∂x2( f1) ∂x2( f2) . . . ∂x2( fm)

⋮ ⋮ ⋱ ⋮

∂xn( f1) ∂xn( f2) . . . ∂xn( fm)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Given polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn], suppose it is known that the
algebraic rank of { f1, f2, . . . , fm} = k. Further, suppose H be a hitting set for J̃, the
set of all k × k minors in J. If F has characteristic zero, then [BMS11] proved that at
least one of the following maps will be faithful for { f1, f2, . . . , fm}.

⎧⎪⎪
⎨
⎪⎪⎩

ϕ ∶ xi →
k
∑
j=1

tijyk + ai ∶ a = (a1, a2, . . . , an) ∈ H

⎫⎪⎪
⎬
⎪⎪⎭

.

However, the proof depended heavily on the Jacobian Criterion which requires the
field to have characteristic zero.

Theorem 1.1.2. If F is a field of characteristic zero, then f1, f2, . . . , fm ∈ F[x] are alge-
braically independent if and only if for f = f1, f2, . . . , fm, Jx(f) has full rank.

[ASSS12] then used this technique to give PITs for more general classes over charac-
teristic zero fields. Recently however, Pandey-Saxena-Sinhababu [PSS16] came up
with a Jacobian-like criterion over fields of abitrary characteristic.

Theorem 1.1.3. Let { f1, f2, . . . , fm} be a set of n-variate polynomials over a field F. They
are algebraically independent iff for a random z ∈ Fn, {Ht( f1), . . . ,Ht( fm)} are lin-
early independent in F(z)[x1,x2,...,xn]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x1,x2,...,xn⟩t+1 , where t is the inseparable degree

of { f1, f2, . . . , fm}.

We will understand what this criterion says later, but intuitively it reduces the
question of finding algebraic rank of a set of polynomials to finding the linear rank of
a matrix. This is very similar to what the Jacobian Criterion says and so it motivated
us to construct faithful maps even over fields that have finite characteristic.

1.2 Our Contribution and Future Directions

Extending the ideas from the zero characteristic case, we have been able to use the
[PSS16] criterion to construct faithful maps over arbitrary fields. Formally, we prove
the following theorem.
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Theorem 1.2.1. Given a set of polynomials { f1, f2, . . . , fm} ∈ F[x1, x2, . . . , xn] with con-
stant inseparable degree, there exists a poly(n) sized family of linear maps Φ such that for
some ϕ ∈ Φ, algrank( f1, f2, . . . , fm) = algrank( f1(ϕ, . . . , fm(ϕ))).

This allows us to extend the sparse polynomial PIT presented in [BMS11] to fields of
arbitrary characteristic. Formally, we show that if { f1, f2, . . . , fm} ∈ F[x1, x2, . . . , xn]

is a set of sparse polynomials with bounded transcendence degree, and bounded
inseparable degree, then there is a poly(n) time PIT for C( f1, f2, . . . , fm).

Similarly, we hope to extend the PIT results in [ASSS12] to fields of arbitrary charac-
teristic. Another question we would like to look into is whether the [PSS16] criterion
can be made feasible even for unbounded inseparable degree.

1.3 Structure of the Thesis

We begin the thesis with the study of Algebraic Independence. The twomain results
in chapter 2 are that the set of algebraically independent subsets form amatroid, and
that computing the annihilating polynomial for a given set of polynomials is "hard".
Chapter 3 focuses on proving the Jacobian Criterion for fields of characteristic zero.
Continuing this thread, chapter 4 presents the recent result of [PSS16] which proves
a Jacobian-like criterion for fields of finite characteristic. Chapter 5 deals with the
connection between algebraic independence and PITs. In this chapter, we also see
how to construct "faithful maps" over fields of characteristic zero. Finally, chapter
6 is devoted to constructing faithful maps over fields of finite characteristic and
extending the sparse polynomial PIT result in [BMS11] to arbitrary fields in the case
that a parameter called "inseparable degree" is constant.

1.3 Structure of the Thesis 5





2Algebraic Independence

The central concept that was used in [ASSS12] while trying to unify the PIT ap-
proaches, as we saw, was Algebraic Independence. Thus before going any further,
we develop some intuition about algebraically independent polynomials and look
at a few tools that will help us work with them.

2.1 The Definition and a few useful Properties

Let F be a field and K be an extension field of F. Further, let { f1, f2, . . . , fm} ⊆ K.
Then, g ∈ K is said to be algebraically dependent on { f1, f2, . . . , fm} over F if g is a
root of some non-zero polynomial A ∈ F[ f1, f2, . . . , fm][x].

That is, g is algebraically dependent on { f1, f2, . . . , fm} over F if

a0( f1, f2, . . . , fm)gk
+ a1( f1, f2, . . . , fm)gk−1

+ ⋅ ⋅ ⋅ + ak( f1, f2, . . . , fm) = 0

where ai ∈ F[ f1, f2, . . . , fm] for every i and at least one ai is non-zero. If this is not
the case, then g is said to be algebraically independent of { f1, f2, . . . , fm} over F.

A finite subset T of K is algebraically independent over F if for every t ∈ T, the
element t is algebraically independent of T ∖ {t} over F.

It can easily be shown that the above definition is equivalent to the following one in
the special case of K = F[x1, x2, . . . , xn], and it is this that we will be working with.

Definition 2.1.1. A non-empty set { f1, f2, . . . , fm} ⊆ F[x1, x2, . . . , xn] is said to be alge-
braically independent over F if there is no non-zero polynomial A ∈ F[y1, y2, . . . , ym] such
that A( f1, f2, . . . , fm) = 0.

Otherwise, { f1, f2, . . . , fm} is said to be algebraically dependent and the non-zero polynomial
A ∈ F[y1, y2, . . . , ym] for which A( f1, f2, . . . , fm) = 0 is called the annihilating polynomial
for { f1, f2, . . . , fm}. ◊

We will now look at a few properties, without proof, that will be used later. [Oxl06]
is an excellent reference if one wants to see the proofs.
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Lemma 2.1.2. Let g, f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn]. If g is algebraically dependent
on { f1, f2, . . . , fm}, but not on { f1, f2, . . . , fm−1}, then fm is algebraically dependent on
{ f1, f2, . . . , fm−1, g}.

Sketch of Proof. View the annihilating polynomial as a polynomial in fm.

Lemma 2.1.3. Suppose g is algebraic over F(t) and t is algebraic over F. Then g is algebraic
over F.

Sketch of Proof. F(t)(g) over F(t) and F(t) over F are finite-dimensional.

Lemma 2.1.4. If g is algebraically dependent on { f1, f2, . . . , fn} and each fi is algebraically
dependent on {u1, u2, . . . , uk}, then g is algebraically dependent on {u1, u2, . . . , uk}.

Sketch of Proof. Induction and Lemma 2.1.3

Corollary 2.1.5. Let T and U be finite subsets of polynomials over field F and further, let
U be algebraically independent over F. Then:

1. If every element of T is algebraic over F, then U is algebraically independent over
F(T).

2. T∪U is algebraically independent over F iff T is algebraically independent over F(U).

2.2 The Matroid Property

Algebraic Independence and Linear Independence differ in many respects. One of
the main points of difference is that if {l1, l2, . . . , lm} are linearly dependent, then
there is always some li which can be written as a linear combination of the others in
the set. However, if { f1, f2, . . . , fm} is a set of algebraically dependent polynomials,
then there is no guarantee that there is some fi which can be written as a polynomial
combination of the other polynomials in the set.

However, they do have some property in common, namely the matroid property.

Definition 2.2.1. M = (E,I) is said to be a matroid if E is a finite set and I satisfies:

• Closure under subsets: I ∈ I and J ⊆ I ⇒ J ∈ I

• Augmentation Property: I, J ∈ I and ∣I∣ < ∣J∣⇒ ∃x ∈ J s.t. I ∪ {x} ∈ I
◊

With this definition, we have the following theorem.

Theorem 2.2.2. Suppose E is a finite subset of polynomials over some field F. Then,
M = (E,I) is a matroid where I is the collection of subsets of E that are algebraically
independent over F.
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Before going into the proof, let us take inspiration from the concept of linear span
of a set of vectors, and define the algebraic span of a set of polynomials.

Definition 2.2.3. Let { f1, f2, . . . , fm} ∈ F[x]. The algebraic span of { f1, f2, . . . , fm} de-
noted by algspan( f1, f2, . . . , fm) is the set of all g ∈ F[x] that are algebraically dependent
on { f1, . . . , fm} ◊

It is easy to see that the algebraic span shares a couple of simple properties with its
linear algebraic counterpart.

Lemma 2.2.4. Let A ⊆ F[x]. Then

1. clearly, A ⊆ algspan(A) and

2. by Lemma 2.1.4, if A′ ⊆ algspan(A) and B ⊆ algspan(A′), then, B ⊆ algspan(A).

We are now ready to see the proof of why algebraic independence has the matroid
property. As expected, it will closely follow the proof of why linear independence
has the matroid property.

Proof of Theorem 2.2.2. We have to check whether I satisfies the two matroid
properties.

1. Clearly from the definition of Algebraic Independence, if I1 ⊆ I2 and I2 ∈ I,
then I1 ∈ I.

2. Let I1, I2 ∈ I and ∣I1∣ < ∣I2∣. We need to find a ∈ I2 ∖ I1 such that I1 ∪ {a} ∈ I.

Assume that no such a exists. Then, for every a ∈ I2 ∖ I1, a is algebraically
dependent on I1. That is, I2 ∖ I1 ⊆ algspan(I1).

Let I1 = {x1, x2, . . . , xn}, and I2 ∖ I1 = {y1, . . . , yk}. Note that I2 ∖ I1 or any
subset of it will be algebraically independent. However, {y1, x1, x2, . . . , xn}

is dependent and in fact, there is a j1 ∈ [n] such that xj1 is dependent on
{y1, x1, . . . , xj1−1} (start with {y1} and keep adding xis into the set in order, till
you find xj1 with the required property).

Let A1 = {y1} ∪ (I1 ∖ {xj1}). Then, I1 ⊆ algspan(A1) and so by Lemma 2.2.4,
I2 ∖ I1 ⊆ algspan(A1). Thus, {y2, y1, x1, . . . , xj1−1, xj1+1, . . . , xn} is algebraically
dependent. Now, as {y2, y1} is algebraically independent, by the same proce-
dure as before we will get a j2 such that xj2 is dependent on the previous terms
and we can define A2 as {y1, y2}∪ (I1 ∖ {xj1 , xj2}) with I2 ∖ I1 ⊆ algspan(A2).

Continuing like this, if we have Ak−1 = {y1, y2, . . . , yk−1}, then we get I2 ∖ I1 ⊆

algspan(Ak−1) which contradicts the fact that I2 ∖ I1 is algebraically indepen-
dent. Thus, our assumption must be wrong and there must exist a ∈ I2 ∖ I1

such that I1 ∪ {a} ∈ I, completing the proof.

2.2 The Matroid Property 9



Before we conclude this section, it would be good to note that due to the matroid
property, any maximal algebraically independent subset of { f1, f2, . . . , fm} must
have the same size. Thus we can define the algebraic rank and algebraic basis of a
set of polynomials.

Definition 2.2.5. For any set of polynomials { f1, f2, . . . , fm} ⊆ F[x], its algebraic rank or
transcendence rank denoted by algrank( f1, f2, . . . , fm) is the size of a maximal algebraically
independent subset.

Any maximal algebraically independent subset of { f1, f2, . . . , fm} is said to be a transcen-
dence basis for it. ◊

2.3 Computing the Annihilating polynomial is Hard

One natural question that comes to mind after one learns about Algebraic Inde-
pendence is, "How does one check if a given set of polynomials is algebraically
independent?". The most natural answer would be to try and find, if there exists
one, an annihilating polynomial for the given set of polynomials. However, it was
shown by Kayal [Kay09] that this is hard.

Definition 2.3.1. Let ANNIHILATING-AT-ZERO denote the following decision problem:
Given a set of polynomials { f1, f2, . . . , fm} ⊆ F[x1, x2, . . . , xn] of algebraic rank m − 1, that
has a minimal annihilating polynomial A(y1, y2, . . . , ym), determine if A(0, . . . , 0) = 0. ◊

Definition 2.3.2. Let ANNIHILATING-EVALUATION denote the functional problem
of evaluating the annihilating polynomial at a given point. The input consists of a set
of polynomials { f1, f2, . . . , fm} ∈ Z[x1, x2, . . . , xn] with its minimal monic annihilating
polynomial as A(y1, y2, . . . , ym) ∈ Z[y1, y2, . . . , ym], and a prime p. The output is the
integer A(0, . . . , 0) (mod p). ◊

Theorem 2.3.3. Following the above definitions,

1. ANNIHILATING-AT-ZERO is NP-hard

2. ANNIHILATING-EVALUATION is #P-hard

Although we will not see the proof of Theorem 2.3.3 here, we will see a proof of the
surprising theorem that it crucially depends on. Before that however, we will state
a few properties of the annihilating polynomial without proof. All of these were
observed in [Kay09], and the interested reader may find the proofs in the same.

Definition 2.3.4. Let f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn]. A ∈ F[y1, y2, . . . , ym] is said to be
an f-annihilating polynomial if A(y1, y2, . . . , ym) ≠ 0 but A( f1, f2, . . . , fm) = 0. ◊
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Theorem 2.3.5. Let f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] be a set of algebraically dependent
polynomials, no proper subset of which is algebraically dependent. Then, the ideal of f-
annihilating polynomials is generated by a single irreducible polynomial A(y) that continues
to remain irreducible over F. Further, A(y) remains the minimal annihiating polynomial of
{ f1, f2, . . . , fm} when they are viewed as polynomials over F.

Theorem 2.3.6. Let f = { f1, f2, . . . , fm} be a set of degree d polynomials over n variables.
Then there is an f-annihilating polynomial of degree ≤ D = (r + 1)dr.

Theorem 2.3.7. If F has characteristic zero, and d ∈ N, then there is a set of polynomials
{ f1, . . . , fn, g} ∈ F[x1, x2, . . . , xn] of degree ≤ d and algebraic rank n such that the minimal
annihilating polynomial has degree ≥ dn.

We will now work our way towards the theorem that is used in the proof of The-
orem 2.3.3, namely Theorem 2.3.11. It says that under some restrictions on the
polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn], the characteristic polynomial of some
linear operator is always a power of the annihilating polynomial for { f1, f2, . . . , fm, g}
where g can be any polynomial in F[x1, x2, . . . , xn].

Before going into that however, we state the useful Hilbert’s Nullstellensatz theorem.
Its proof can be found in any basic algebraic geometry text (eg. [CLO97]).

Lemma 2.3.8. (Hilbert’s Nullstellensatz) Let f , g ∈ F
n
[x1, x2, . . . , xn] and g beF-irreducible.

If every root of f (x1, x2, . . . , xn) in F
n is also a root of g(x1, x2, . . . , xn), then ∃t ∈ N such

that f (x1, x2, . . . , xn) = g(x1, x2, . . . , xn)
t.

We are now ready to state and prove Theorem 2.3.11. The proof of its second part as
presented here, is different from that in [Kay09].

Definition 2.3.9. Let R ⊇ F be a ring whose elements form a finite-dimensional vector space
over F. Then, for every α ∈ R, ϕα ∶ R → R defined by ϕα(r) = r.α, is a linear transformation
on this vector space. Define

charpolyα(z) ∈ F[z]

to be the characteristic polynomial of ϕα. ◊

Lemma 2.3.10. Let f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] be a set of algebraically dependent
polynomials with annihilating polynomial A ∈ F[y1, y2, . . . , ym]. If they have a common
root in F

n, then A(0, 0, . . . , 0) = 0.

Proof. Let the common root of f1, f2, . . . , fm be a ∈ Fn. As A is the annihilating
polynomial, A(0, 0, . . . , 0) = A(f(a)) = A(f(a1, a2, . . . , an)) = 0.

Theorem 2.3.11. For each i ∈ [n], let fi(x1, . . . , xi) ∈ F[x1, . . . , xi]. Suppose further
that fi when viewed as a member of F(x1, . . . , xi−1)[xi] is monic. Then, for any g ∈

F[x1, x2, . . . , xn], if r ∈ F(v1, . . . , vn)[u] is defined as

r(v1, . . . , vn, u) = charpolyg(x) mod ( f1−v1, f2−v2,..., fn−vn)(u),
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then:

• algrank( f1, . . . , fn, g) = n

• r(v1, . . . , vn, u) is a power of annihilating polynomial for { f1, f2, . . . , fn, g}.

Proof. First, we show that { f1, f2, . . . , fn, g} has algebraic rank n by showing that
{ f1, f2, . . . , fn} is an algebraically independent set. Note that showing this would be
enough as this proves algrank( f1, f2, . . . , fn, g) ≥ n which together with the fact that
{ f1, f2, . . . , fn, g} ∈ F[x1, x2, . . . , xn] proves that algrank( f1, f2, . . . , fn, g) = n.

We prove that { f1, f2, . . . , fn} is algebraically independent using induction. Clearly
{ f1} is an algebraically independent set. So for the induction hypothesis, assume
that { f1, . . . , fi} is an algebraically independent set. Now, if we assume that the set
{ f1, f2, . . . , fi+1} is algebraically dependent, we have:

Case 1: fi+1 is algebraically dependent on { f1, . . . , fi}

Let A ∈ F( f1, . . . , fi)[x] be the annihilating polynomial. Then, A[x] ≠ 0 but
A( fi+1) = 0. Thus, for every j ∈ {0, 1, . . . , k}, Aj = 0 where

A( fi+1) =
k
∑
j=0

Ajx
j
i+1 and k is the highest power of xi+1 in A( fi+1).

Now, note that Ak ∈ F( f1, . . . , fi) and thus Ak = 0 contradicts the fact that
{ f1, . . . , fi} is an algebraically independent set.

Case 2: f j is algebraically dependent on { f1, . . . , f j−1, f j+1, . . . , fi+1} for j ≠ i + 1

We note that by the induction hypothesis, f j is algebraically dependent on
{ f1, . . . , f j−1, f j+1, . . . , fi+1} but not on { f1, . . . , f j−1, f j+1, . . . , fi}. Thus, we are in
Case 1 by Lemma 2.1.2.

Thus, the assumption that { f1, f2, . . . , fi+1} is an algebraically dependent is wrong
and so by the Principle of Mathematical Induction, { f1, f2, . . . , fn} is an algebraically
independent set.

Next, we show that r(v1, v2, . . . , vn, u) is a power of the annihilating polynomial for
{ f1, f2, . . . , fn, g}, say A(v1, v2, . . . , vn, u). Note that by Theorem 2.3.5, we can assume
that F = F and thus, by Lemma 2.3.8, it is enough to show the following:

Claim 2.3.12. If (b1, b2, . . . , bn, a) ∈ Fn+1 is a root of r(v1, v2, . . . , vn, u), then it is also a
root of A(v1, v2, . . . , vn, u).

Indeed, A(v1, v2, . . . , vn, u) is the annihilating polynomial for { f1, f2, . . . , fn, g} iff
A(v1 + b1, . . . , vn + bn, u+ a) is the same for { f1 − b1, . . . , fn − bn, g − a}. Thus, without
loss of generality we can assume (b1, b2, . . . , bn, a) = (0, 0, . . . , 0, 0).
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Now by Lemma 2.3.10, it is enough to show that { f1, f2, . . . , fn, g} have a common
root. So, let us assume that this is not true.

Then, { f1, f2, . . . , fn, g} does not have a common root

⇒ ⟨ f1, f2, . . . , fn, g⟩ = F[x1, x2, . . . , xn]

⇒ 1 ∈ ⟨ f1, f2, . . . , fn, g⟩

⇒ f ∈ ⟨ f1 f , f2 f , . . . , fn f , g f ⟩ for every f

⇒ f ∈ ⟨ f1, f2, . . . , fn, g f ⟩ for every f

where ⟨ f1, f2, . . . , fk⟩ denotes the ideal generated by f1, f2, . . . , fk.

Note that we are working in the ring R =
F[x1,x2,...,xn]
⟨ f1, f2,..., fn⟩ , where for the given g, we are

looking at the linear operator

Φg ∶ R → R given by Φg(p) = gp mod ( f1, f2, . . . , fn)

and defining r to be the characteristic polynomial of this operator. Further, we are
assuming that r(0, 0, . . . , 0, 0) = 0 and so, 0 is an eigen value of Φg which would
mean that ∃ f ∉ ⟨ f1, f2, . . . , fn⟩ such that g f ∈ ⟨ f1, f2, . . . , fn⟩, say f0.

However, by our assumption, for every f , f ∈ ⟨ f1, f2, . . . , fn, g f ⟩ and so for f0,

f0 ∈ ⟨ f1, f2, . . . , fn, g f0⟩ ⊆ ⟨ f1, f2, . . . , fn⟩ .

This is a contradiction and thus, { f1, f2, . . . , fn, g} must have a common root.

Since now we know that computing the annihilating polynomial is hard, we are
back to the question of how one can check whether a given set of polynomials is
algebraically independent. This was answered a long time back by Jacobi [Jac41] for
fields that have characteristic zero.
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3The Jacobian Criterion

Given polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn], we want to check whether they
are algebraically independent. As we have already seen, trying to compute its
annihilating polynomial is hard. However, over fields of characteristic zero, Jacobi
had shown that there is an equivalent criterion that is easy to check. Before going
into the criterion though, we need to go over a few preliminary definitions.

3.1 Partial Derivatives and the Jacobian
First we define partial derivatives for polynomials and see a few of their properties.
Note that these are to be treated as syntactic definitions.

Partial Derivative of Univariate Polynomials

If f ∈ F[x] can be written as

f = amxm
+ am−1xm−1

+ . . . + a1x + a0

then
∂ f
∂x

= (mam)xm−1
+ ((m − 1)am−1)xm−2

+ . . . + (2a2)x + a1.

Partial Derivative of Multivariate Polynomials

Let f ∈ F[x1, x2, . . . , xn] be written as:

f = gmxm
i + am−1xm−1

i + . . . + a1xi + a0

where gi ∈ F[x1, . . . , xi−1, xi+1, . . . xn] for all 0 ≤ i ≤ m. Then,

∂ f
∂xi

= (mgm)xm−1
i + ((m − 1)gm−1)xm−2

i + . . . + (2g2)xi + g1

The Chain Rule

Let F ∈ F[y1, y2, . . . , ym] and f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn]. Then,

∂F
∂xi

=
m
∑
j=1

∂F
∂yj

( f1(x), f2(x), . . . , fm(x)).
∂ f j(x)

∂xi
=

m
∑
j=1

∂F
∂yj

(f(x)).
∂ f j(x)

∂xi

where f = ( f1, f2, . . . , fm) and x = (x1, x2, . . . , xn).
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Partial Derivatives being zero

Let f ∈ F[x1, x2, . . . , xn]. If F has characteristic zero, then

∀i ∈ [n], ∂xi f = 0⇔ f ∈ F[x1, . . . , xi−1, xi+1, . . . , xn]

and so
∀i ∈ [n], ∂xi f = 0⇔ f is a constant function.

However, if F has characteristic p, then

∀i ∈ [n], ∂xi f = 0⇔ f ∈ F[x1, . . . , xi−1, xp
i , xi+1, . . . , xn]

and so
∀i ∈ [n], ∂xi f = 0⇔ f ∈ F[xp

1 , xp
2 , . . . , xp

n].

Thus, if F is a finite field with characteristic p, then

∀i ∈ [n], ∂xi f = 0⇔ f = gp for some g ∈ F[x1, x2, . . . , xn].

Next, we define the Jacobian and its property.

The Jacobian

If f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] and f = ( f1, f2, . . . , fm), then the Jacobian matrix of
f is given by

Jx(f) = (∂xi( f j))i∈[n],j∈[m] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂x1( f1) ∂x1( f2) . . . ∂x1( fm)

∂x2( f1) ∂x2( f2) . . . ∂x2( fm)

⋮ ⋮ ⋱ ⋮

∂xn( f1) ∂xn( f2) . . . ∂xn( fm)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Chain Rule for the Jacobian

If f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] and F1, F2, . . . , Fk ∈ F[y1, y2, . . . , ym], then

Jx(F(f)) = (Jy(F))(f).Jx(f)

where F = (F1, F2, . . . Fk) and f = ( f1, f2, . . . , fm).

We are now ready to state and prove the Jacobian criterion.
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3.2 The Criterion over Fields of Characteristic Zero

The criterion reduces the problem of checking algebraic independence of a set of
polynomials to checking linear independence of a set of vectors, namely checking
whether the Jacobian matrix has full rank. Formally the criterion is stated as follows.

Theorem 3.2.1. If F is a field of characteristic zero, then f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn]

are algebraically independent if and only if Jx(f) has full rank.

We will prove the above theorem in two parts.

Theorem 3.2.2. Let F be a field of characteristic zero and Jx(f) have full rank where
f = ( f1, f2, . . . , fm) and f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn]. Then, { f1, f2, . . . , fm} are alge-
braically independent over F.

Proof. Assume { f1, f2, . . . , fm} are algebraically dependent over F. Then, there is a
non-zero polynomial of minimum degree, say A ∈ F[y] such that A(f) = 0. Taking
partial derivative with respect to the xis, we get for every i,

∂A
∂xi

=
m
∑
j=1

∂A
∂yj

(f(x)).
∂ f j

∂xi
= 0

where x = (x1, x2, . . . , xn). Expanding it out, we get

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂x1( f1) ∂x1( f2) . . . ∂x1( fm)

∂x2( f1) ∂x2( f2) . . . ∂x2( fm)

⋮ ⋮ ⋱ ⋮

∂xn( f1) ∂xn( f2) . . . ∂xn( fm)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂y1 A(f(x))
∂y2 A(f(x))

⋮

∂ym A(f(x))

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
⋮

0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Now as Jx(f) is full rank,
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂y1 A(f(x))
∂y2 A(f(x))

⋮

∂ym A(f(x))

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
⋮

0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

and thus for every i, ∂yi A(f(x)) = 0. However this would then imply that for every
i, ∂yi A = 0 as otherwise we will contradict the fact that A is the minimum degree
nonzero polynomial over F such that A(f(x)) = 0.

Thus, for every i, ∂yi A = 0 and so, A is a constant function. However, as A(f) = 0, it
must be the case that A ≡ 0, which contradicts the fact that we started with A being
a non-zero polynomial. Hence, our assumption must be wrong and { f1, f2, . . . , fm}

must be algebraically independent over F.

Note. The above proof goes through even if F is a finite field. As

∀i ∈ [m], ∂yi A = 0⇔ A = Fp for some F ∈ F[y1, y2, . . . , ym],
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if A ≠ 0, then F ≠ 0. If we denote ( f1, f2, . . . , fm) by f and (y1, y2, . . . , ym) as y, we
have F(y) ≠ 0 but F(f) = 0 which contradicts the fact that A is the minimum degree
non-zero polynomial over F such that A(f) = 0.

The opposite direction is given by the following theorem.

Theorem 3.2.3. Let F be a characteristic zero field and { f1, f2, . . . , fm} ⊆ F[x1, x2, . . . , xn]

be algebraically independent over F. Then, Jx( f1, f2, . . . , fm) has full rank.

Proof. Let { f1, f2, . . . , fm} ⊆ F[x1, x2, . . . , xn] be algebraically independent. Then,
by Theorem 2.2.2, we can assume that { f1, f2, . . . , fm, xm+1, . . . , xn} is algebraically
independent over F (by reordering the xis as required).

Define fk = xk for k ∈ {m + 1, . . . , n}. Then, for every i ∈ [n], {xi, f1, f2, . . . , fn} becomes
dependent over F and so there will exist a non-zero polynomial Ai ∈ F[y0, y1, . . . , yn]

such that Ai(xi, f1, f2, . . . , fn) = 0. Note that degy0
(Ai) ≠ 0 and as F has characteristic

zero, ∂y0(Ai) ≠ 0.

Now for every j in [n], if we differentiate Ai with respect to xj, we get

∂y0(Ai)(fi).δi,j +
n
∑
k=1

∂yk(Ai)(fi).∂xj fk = 0

where fi = (xi, f1, f2, . . . , fn). Now as ∂y0(Ai) ≠ 0 and Ai is the minimum degree
annihilating polynomial for {fi}, ∂y0(Ai)(fi) ≠ 0. Thus,

n
∑
k=1

−∂yk(Ai)(fi)

∂y0(Ai)(fi)
∂xj fk = δi,j.

In other words, there exists a matrix M such that

Jx(f)M = In

where f = ( f1, f2, . . . , fn) and

Mi,j =
−∂yi(Aj)(fj)

∂y0(Aj)(fj)
.

Thus, Jx(f) has full rank and so in particular, Jx( f1, f2, . . . , fm) has full rank.

Clearly, Theorem 3.2.2 and Theorem 3.2.3 together prove the Jacobian Criterion.
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4A Jacobian-like Criterion over
Arbitrary fields

As we saw earlier, the Jacobian Criterion requires the field to have characteristic
zero. A trivial example where the criterion fails would be f = xp ∈ Fp[x]. Clearly,
{ f} is algebraically independent, but ∂x( f ) = 0. It is important to note however,
that the criterion might fail even if polynomials are not from F[xp

1 , xp
2 , . . . , xp

n]. For
example, consider f1 = x2y + x3, f2 = xy2 + xy5 over F3. Then,

Jx,y =

⎡
⎢
⎢
⎢
⎢
⎣

2xy + 3x2 x2

y2 + y5 2xy + 5xy4

⎤
⎥
⎥
⎥
⎥
⎦

.

Using the fact that x3 = x over F3, it is easy to see that Jx,y has rank 1 even though
f1, f2 are algebraically independent over the said field.

Recently however, [PSS16] gave a criterion that will work over arbitrary fields. Before
going into its statement, we require a few preliminary ideas.

4.1 The idea behind it

As noted before, Theorem 3.2.2 holds even when the field has finite characteristic.
While trying to prove the other direction we used the fact that the characteristic
was zero when we said that ∂y0 f ≠ 0 if f ≠ 0. Clearly, this is not true if we work
over finite characteristic fields. However, the next theorem says that we can make a
similar statement even in this case if we work a little harder. This fact will be used
crucially.

Theorem 4.1.1. Let { f1, f2, . . . , fm} ⊆ F[x1, x2, . . . , xn] have algebraic rank k. If F is an
algebraically closed field, then the fis can be reordered in such a way that for every i ∈ [m],
the minimal annihilating polynomial of { fi, f1, f2, . . . , fk}, say A ∈ F[y0, y1, y2, . . . , yk],
satisfies ∂A

∂y0
≠ 0.

We will not see the proof of this theorem here. The interested reader can take a
look at [Kna07]. As mentioned before, the problem that we face while working with
finite fields is that partial derivatives of non-zero polynomials might become zero.
For this reason, we prefer to work with Hasse-derivatives instead.
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Definition 4.1.2. Hasse-derivative of f with respect to xe1
1 xe2

2 . . . xen
n is defined as

1
e1!e2! . . . en!

×
∂∑ ei f

∂xe1
1 . . . ∂xen

n

◊

To see how this is helpful, assume we are working over the field Fp and consider
the polynomial f = xp. It is clear that

∂i f
∂xi = 0 for every i.

However, the pth order Hasse-derivative is non zero as

1
p!
×

∂p(xp)

∂xp =
1
p!
× p! = 1.

The idea behind the criterion in [PSS16], is simple. We want to do something very
similar to what we did in the case of fields with characteristic zero. It is clear that
taking a single partial derivative will not work any more. Instead, we need to take
higher order Hasse-derivatives. Up to what order, is something we need to figure
out, and that is exactly what they did.

Definition 4.1.3. A polynomial f ∈ F[x] is said to be separable if it has no multiple roots
in its splitting field. ◊

Definition 4.1.4. The inseparable degree of the extension F(x)/F(f) is defined as the mini-
mum pk such that the minimal polynomial of xpk

j over F(f) is separable, for all j ∈ [n]. Here
x = (x1, x2, . . . , xn), and f = ( f1, f2, . . . , fm).

We define the inseparable degree of the extension F(x)/F(f) to be the inseparable degree of
{ f1, f2, . . . , fm} over F. ◊

They showed that if we take Hasse-derivatives up to the inseparable degree, then
checking algebraic independence can be reduced to checking linear independence.
Only this time, the vector space under consideration will be a quotient space.

We are now almost ready to state and prove the criterion. However before we end
this section and go onto that, let us fix some notation.

Notation 4.1.5. For any f ∈ F[x1, x2, . . . , xn] letHt( f ) denote the non-constant terms of
the Taylor expansion of f about an arbitrary point z ∈ Fn. That is,

Ht( f ) = f (x + z)− f (z) = ∑
∑ ei≤t

1
e1! . . . en!

∂∑ ei f (z)
∂e1 x1 . . . ∂en xn

xe1
1 xe2

2 . . . xen
n ,

◊
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4.2 The Criterion over Arbitrary Fields
We will now state the criterion for Algebraic independence over arbitrary fields.

Theorem 4.2.1. Let { f1, f2, . . . , fm} be a set of n-variate polynomials over a field F. Then,
they are algebraically independent iff for a random z ∈ Fn, {Ht( f1), . . . ,Ht( fm)} are linearly
independent in F(z)[x]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x⟩t+1 , where t is the inseparable degree of { f1, f2, . . . , fm}

and x = (x1, x2, . . . , xn).

As before, we will prove the theorem in two parts. Here is the first direction.

Theorem 4.2.2. Let { f1, f2, . . . , fm} be a set of n-variate algebraically dependent polyno-
mials over a field F. Then, for a random z ∈ Fn and any t ∈ N, {Ht( f1), . . . ,Ht( fm)} are
linearly dependent in F(z)[x]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x⟩t+1 where x = (x1, x2, . . . , xn).

Sketch of Proof. The approach is very similar to the original Jacobian Criterion
proof. However, this time one needs to work with higher order Hasse-derivatives
and hence with Taylor expansions instead of a single partial derivative. When one
considers the Taylor expansion though, it becomes evident that there are a lot of
unwanted terms. Hence it is required to go modulo these.

We have tried to simplify the notations and explanations of [PSS16] slightly. However,
the idea is exactly the same as that in the paper.

Proof. Let { f1, f2, . . . , fm} be a set of n-variate algebraically dependent polynomials
over a field F with algebraic rank k < m. By Theorem 2.3.5, their annihilating
polynomial will remain the same over F. Thus, without any loss, we can consider
these polynomials to be over F and reorder the fis such that { f1, f2, . . . , fk} satisfies
the conditions of Theorem 4.1.1. Now, fix any i ∈ [m] arbitrarily and define f =

( fi, f1, f2, . . . , fk). Then, { fi, f1, f2, . . . , fk} is algebraically dependent and so,

∃A(/≡ 0) ∈ F[y0, y1, y2, . . . , yk] such that A(f(x)) = 0 and ∂y0(A) ≠ 0.

From this we can conclude that for a new variable z ∈ Fn, A(f(x + z)) = 0. Now for
any j ∈ {i, 1, . . . , k}, by Taylor expansion,

f ≤t
j (x + z) = f j(z)+Ht( f j)

and so, A(f(z)+Ht(f)) = 0 mod ⟨x⟩t+1. Thus, by Taylor expansion

A(f(z))+ ∂y0(A(f(z)))Ht( fi)+
k
∑
j=1

∂yj(A(f(z)))Ht( f j)

is contained in ∑t
j=2 ⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩

j
F(z) mod ⟨x⟩t+1 .
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Now, ∂y0(A(f(z))) ≠ 0 as ∂y0 A ≠ 0 and A is the minimal degree annihilator for f.
Thus, using the fact that A(f(z)) = 0,

Ht( fi) ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩F(z) +
t
∑
j=2

⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 .

Claim 4.2.3. If

Ht( fi) ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩F(z) +
t
∑
j=2

⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 ,

then
Ht( fi) ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 .

Proof. Indeed, it is enough to show that for every r ∈ {2, . . . , t}, ifHt( fi) is contained
in

r−1

∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) +

t
∑
j=r

⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 ,

thenHt( fi) is contained in

r
∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) +

t
∑

j=r+1
⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩

j
F(z) mod ⟨x⟩t+1 .

So, we fix an arbitrary r ∈ {2, . . . , t}, and assume thatHt( fi) is contained in

r−1

∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) +

t
∑
j=r

⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 .

Then, it is enough to show that

⟨Ht( fi),Ht( f1), . . . ,Ht( fk)⟩
r
F(z) ∈

t
∑
j=r

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 ,

or in other words that for every p ∈ [r] and every {i1, . . . , ir−p} ⊆ {1, . . . , k},

Ht( fi)
p

r−p

∏
j=1
Ht( fij) ∈

t
∑
j=r

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 ,

which is clear from our assumption.

Getting back to the proof of the theorem, by Claim 4.2.3,

Ht( fi) ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩F(z) +
t
∑
j=2

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1

and thus,

22 Chapter 4 A Jacobian-like Criterion over Arbitrary fields



Ht( fi) ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩F(z) mod
⎛

⎝

t
∑
j=2

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) + ⟨x⟩t+1⎞

⎠
.

This shows that {Ht( f1), . . . ,Ht( fm)} has linear rank k < m in the vector space

F(z)[x]

⟨Ht( f1), . . . ,Ht( fm)⟩
≥2
+ ⟨x⟩t+1

over the field F(z) proving the theorem.

Corollary 4.2.4. Let { f1, f2, . . . , fm} be a set of n-variate polynomials over a field F. If
algrank( f1, f2, . . . , fm) = k, then the fis can be reordered in such a way that for a random
z ∈ Fn and any t ∈ N,

∀i ∈ [m],∃Ri ∈ F[y1, y2, . . . , yk] such that f ≤t
i (x + z) = R≤t

i ( f1(x + z), . . . , fk(x + z))

Proof. In the proof of Theorem 4.2.2 we saw that for every i ∈ [m],

Ht( fi) ∈
t
∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 .

Thus, f (x + z) = fi(z)+Ht( fi) ∈
t
∑
j=1

⟨1,Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1 ,

and so ∃Ri, R′
i ∈ F[y1, y2, . . . , yk] such that

fi(x + z) = R′
i( f ≤t

1 (x + z)− f1(z), . . . , f ≤t
k (x + z)− fk(z)) mod ⟨x1, x2, . . . , xn⟩

t+1

= Ri( f ≤t
1 (x + z), . . . , f ≤t

k (x + z)) mod ⟨x⟩t+1

= Ri( f1(x + z), . . . , fk(x + z)) mod ⟨x⟩t+1 .

Thus, f ≤t
i (x + z) = R≤t

i ( f1(x + z), . . . , fk(x + z)) completing the proof.

For the converse, we have the following theorem.

Theorem 4.2.5. Let { f1, f2, . . . , fm} be a set of n-variate algebraically independent poly-
nomials over a field F. Then, there exists t ∈ N such that for a random z ∈ Fn, the set
{Ht( f1), . . . ,Ht( fm)} is linearly independent in F(z)[x]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x⟩t+1 .

We will be proving this using the following two lemmas. As before, we have tried
to simplify the explanations, but the ideas are exactly as those in [PSS16].

Lemma 4.2.6. For any field F, if { f1, f2, . . . , fn} ⊆ F[x] is a set of algebraically independent
polynomials, then there is a t ∈ N such that for every i ∈ [n],

xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fn)⟩
j
F(z) mod ⟨x⟩t+1 .
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Proof. We note that for any i, {xi, f1, f2, . . . , fn} is a set of algebraically dependent
polynomials. And so, if we define f = (xi, f1, f2, . . . , fn), then

∃Ai(/≡ 0) ∈ F[y0, y1, y2, . . . , yn] such that Ai(f(x)) = 0.

Now if we want the proof of Theorem 4.2.2 to go through, then we must ensure that
∂y0 Ai ≠ 0. Note that since { f1, f2, . . . , fn} is algebraically independent, degy0

Ai ≠ 0.
Thus, if F has characteristic zero, then there is no problem.

However, if F has characteristic p ≠ 0, then this is need not be the case and if not,
make the following changes. If ∂y0 Ai = 0, then Ai ∈ F[ypk

0 , y1, y2, . . . , yn] for some
k ∈ N such that Ai ∈ F[ypk+1

0 , y1, y2, . . . , yn]. Thus, Ai(f) = A′
i(xpk

i , f1, f2, . . . , fn) for
some A′

i ∈ F[y0, y1, y2, . . . , yn] and so by taking Ai = A′
i and f = (xpk

i , f1, f2, . . . , fn),
we get

∃Ai(/≡ 0) ∈ F[y0, y1, . . . , yn] such that Ai(f(x)) = 0 and ∂y0 Ai ≠ 0.

Now we are exactly in the same situation as that in the proof of Theorem 4.2.2 and
thus by taking ti = pk, we follow the steps of the proof to get

Hti(xti
i ) ∈

ti

∑
j=1

⟨Hti( f1), . . . ,Hti( fn)⟩
j
F(z) mod ⟨x⟩ti+1

whereHti(xti
i ) = xti

i .

Note that if we take t = maxi {ti}, then for every i ∈ [n], ∂y0(Ai) ≠ 0. Further, as t will
always be a power of a p,Ht(xt

i) = xt
i and so the proof will go through and we will

get

xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fk)⟩
j
F(z) mod ⟨x⟩t+1

completing the proof.

At this point it is good to note that the "t" in this lemma exactly matches the notion
of inseparable degree as defined in Definition 4.1.4.

Now we have the other lemma that is required to prove Theorem 4.2.5.
Lemma 4.2.7. For any field F and { f1, f2, . . . , fm} ⊆ F[x] if for some t ∈ N,

∀i ∈ [n], xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm)⟩
j
F(z) mod ⟨x⟩t+1 , then m ≥ n.

Proof. By the given condition, for every i ∈ [n],

xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm)⟩
j
F(z) mod ⟨x⟩t+1 ,
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or in other words,
xt

i + αi ∈
t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm)⟩
j
F(z)

for some αi ∈ ⟨x⟩t+1. Now consider the set {xt
1 + α1, . . . , xt

n + αn} and note that if
we apply the graded lexicographic monomial ordering, then the set of leading
monomials for this set would be {xt

1, . . . , xt
n}.

Claim 4.2.8. For some set of n-variate polynomials { f1, f2, . . . , fm} ∈ F[x], if there is a
monomial ordering ≾ for which the leading monomials of f1, f2, . . . , fm are algebraically
independent, then f1, f2, . . . , fm are also algebraically independent.

Proof. Assume that f1, f2, . . . , fm are algebraically dependent. Then, there is a non-
zero polynomial A ∈ F[y1, y2, . . . , ym] such that A( f1, f2, . . . , fm) = 0. Let LM( f )
denote the leading monomial of f and let M be the monomial in A for which
M(LM( f1), . . . , LM( fm)) is maximal. Then, for any monomial M′ in A and any
monomial m1, m2, . . . mm in f1, f2, . . . , fm respectively,

M′
(m1, . . . , mm) ⪯ LM(M′

( f1, f2, . . . , fm))

⪯ M′
(LM( f1), . . . , LM( fm))

⪯ M(LM( f1), . . . , LM( fm))

where the last step could not have been an equality if M ≠ M′.

Indeed, if M′(LM( f1), . . . , LM( fm)) = M(LM( f1), . . . , LM( fm)) and M ≠ M′, then
M − M′ is a non-zero polynomial for which (LM( f1), . . . , LM( fm)) is a root, contra-
dicting the assumption of LM( f1), . . . , LM( fm) being algebraically independent.

Thus, for every monomial M′ ≠ M in A and every monomial m1, . . . mm in f1, . . . , fm

respectively,
M′

(m1, . . . , mm) ≠ M(LM( f1), . . . , LM( fm)).

which implies that M(LM( f1), . . . , LM( fm)) can not be cancelled by any other mono-
mial in A( f1, . . . , fm) and so, A( f1, . . . , fm) ≠ 0 contradicting our assumption. Hence,
f1, f2, . . . , fm must be algebraically independent, proving the claim.

Getting back to the main proof, by the above claim, {xt
1 + α1, . . . , xt

n + αn} must be
algebraically independent and by the given condition,

algrank(xt
1 + α1, . . . , xt

n + αn) ≤ algrank(Ht( f1), . . . ,Ht( fm)).

Thus, n ≤ m completing the proof.

We are now in a position to prove Theorem 4.2.5.
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Let { f1, f2, . . . , fm} be a set of n-variate algebraically independent polynomials over
a field F. Then, it can be extended to a set of algebraically independent polynomials
of size n, namely { f1, f2, . . . , fn}, by adding some xis.

Now, assume that t is the inseparable degree of { f1, f2, . . . , fm}, and that for a new set
of variables, z, {Ht( f1), . . . ,Ht( fm)} is linearly dependent in F(z)[x]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x⟩t+1 .

Then, without loss of generality,

Ht( fm) ∈ ⟨Ht( f1), . . . ,Ht( fm−1)⟩F(z) in F(z)[x]

⟨Ht( f1), . . . ,Ht( fm)⟩
≥2
F(z) + ⟨x⟩t+1 .

In other words,

Ht( fm) ∈ ⟨Ht( f1), . . . ,Ht( fm−1)⟩F(z) +
t
∑
j=2

⟨Ht( f1), . . . ,Ht( fm)⟩
j
F(z) mod ⟨x⟩t+1 .

Thus, by Claim 4.2.3

Ht( fm) ∈
t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm−1)⟩
j
F(z) mod ⟨x⟩t+1

and so

Ht( fm) ∈
t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm−1),Ht( fm+1), . . . ,Ht( fn)⟩
j
F(z) mod ⟨x⟩t+1 .

Now, by Lemma 4.2.6 and our choice of t, for every i ∈ [n],

xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fn)⟩
j
F(z) mod ⟨x⟩t+1

and so for every i ∈ [n],

xt
i ∈

t
∑
j=1

⟨Ht( f1), . . . ,Ht( fm−1),Ht( fm+1), . . . ,Ht( fn)⟩
j
F(z) mod ⟨x⟩t+1

contradicting Lemma 4.2.7. Thus, our assumption is wrong and for a random
z ∈ Fn, {Ht( f1), . . . ,Ht( fm)}must be linearly independent in F(z)[x]

⟨Ht( f1),...,Ht( fm)⟩≥2
F(z)+⟨x⟩t+1

completing the proof.

Finally, combining Theorem 4.2.2 and Theorem 4.2.5, we get the required criterion
for Algebraic Independence over arbitrary fields.
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5Faithful Maps and PIT

After a lot of algebra, one would want to understand how all of this is related to
PIT. As we noted in the introduction, the connection is via the concept of faithful
maps - maps that preserve algebraic rank. Now given such maps, we know that
Lemma 1.1.1 connects algebraic independence and PIT.

Thus, it becomes important to construct faithful maps. In this chapter, we will see
how we can do so over fields of characteristic zero and also see a proof of how
Algebraic Independence and PITs are connected.

5.1 Rank Extractors
We want to construct faithful maps. Now we already know that checking algebraic
rank can be reduced to the problem of checking linear rank of some matrix. Thus,
we should first try to find linear maps that preserve linear rank. Gabizon-Raz [GR05]
proved that Vandermonde type matrices have this property. Formally, they showed
the following lemma.

Lemma 5.1.1. Let A be an full rank k × n matrix with entries in a field F, and let t be an
indeterminate. Then, for Mt = (tij

i∈[n],j∈[k]), there is some t ∈ {0, 1, . . . , nk2} for which

rank(A × Mt) = k

Proof. As the rank does not change by applying row/column operations, let us
assume without loss of generality that A has the form

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

. . . a1 . . . ∣ 0 0 . . . 0

. . . a2 . . . . . . ∣ 0 . . . 0
⋮

. . . ak−1 . . . . . . . . . . . . ∣ 0

. . . ak . . . . . . . . . . . . . . . ∣

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

and view each row ai as an element of F<n[x]. Thus, if Mt = (tij
i∈[n],j∈[k]), the matrix

AMt looks like
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

a1(t) a1(t2) . . . a1(tk)

a2(t) a2(t2) . . . a1(tk)

⋮ ⋮ ⋱ ⋮

ak(t) ak(t2) . . . ak(tk)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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Thus, if we consider
det(AMt) =∑

σ

k
∏
i=1

ai(tσ(i)
)

as a polynomial in t, we notice that for the identity permutation id, ∏k
i=1 ai(tid(i))

has the highest degree of t and that for no other permutation is this degree achieved.
Indeed, for any i ≠ j, assume without loss that

i < j⇒ deg(ai) < deg(aj)

and so, deg(ai(ti
)aj(tj

))−deg(ai(tj
)aj(ti

))

= (i deg(ai)+ j deg(aj))− (j deg(ai)+ i deg(aj))

= (i − j)(deg(ai)−deg(aj)) > 0.

Thus, det(AMt) is a non-zero polynomial in t of degree at most nk2 and this proves
that for some t ∈ {0, 1, . . . , nk2}, det(AMt) ≠ 0.

The matrix Mt defined above is said to be a rank extractor for all k × n matrices since
for any k× n matrix A it is multiplied to, there is some t from among a "small" set for
which rank(AMt) = rank(A). Formally, supoose we are working in the field F.

Definition 5.1.2. Amatrix Ms with entries as polynomials in s, is said to be a rank extractor
for all k × n matricesMk,n if there exists a poly(n, k)-sized set S ⊆ F such that

∀A ∈Mk,n,∃s ∈ S such that rank(AMs) = rank(A).
◊

5.2 Faithful Maps
Using the concept of rank extractors, we now want to build faithful maps. Formally,
we have the following definition.

Definition 5.2.1. Given a set of polynomials { f1, f2, . . . , fm}, a linear map

ϕ ∶ {x1, x2, . . . , xn}→ F(y1, y2, . . . , yk)

is said to be faithful if the set of polynomials {ϕ( f1), ϕ( f2), . . . , ϕ( fm)} have the same
algebraic rank as { f1, f2, . . . , fm}. ◊

Clearly, it is enough to define a linear map ϕ such that if { f1, f2, . . . , fm} is a set of
algebraically independent polynomials, then so is {ϕ( f1), ϕ( f2), . . . , ϕ( fm)}.

So let us assume that f = { f1, f2, . . . , fm} is a set of algebraically independent poly-
nomials. Then by Theorem 3.2.1, J(f) has full rank. We want to define ϕ in such a
way that J(ϕ(f)) also has full rank. To do that, we should first see how we can write
J(ϕ(f)) in terms of J(f).
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Note that for any fi, if x = (x1, x2, . . . , xn), then

∂ϕ( fi)

∂yj
=

∂( fi(ϕ(x)))
∂yj

=
n
∑
k=1

∂( fi(ϕ(x)))
∂xk

×
∂ϕ(xk)

∂yj
.

Thus, J(f(ϕ)) = J(f)∣ϕ × J(ϕ) and so if we can define ϕ in such a way that J(ϕ) = Mt

and can ensure that J(f)∣ϕ has full rank, then we are done. Clearly if we define

ϕ(xi) =
k
∑
j=1

tijyj + ai

where t is an indeterminate and ai is a field constant, then J(ϕ) = Mt. The plan is to
choose ai in such a way that J(f)∣ϕ has full rank.

We note that the rank of J(f) is full and thus det(J(f)) is a non-zero polynomial
in x1, x2, . . . , xn which would mean that ∃a = (a1, . . . , an) such that det(J(f))(a) ≠ 0.
Now,

det(J(f))(a) = det(J(f(ϕ)))(0, 0, . . . , 0).

Thus, since det(J(f))(a) ≠ 0, det(J(f(ϕ))) ≠ 0 and so J(f)∣ϕ has full rank. As
J(f(ϕ)) = J(f)∣ϕ × J(ϕ), we will get J(ϕ(f)) to be a full rank matrix as well, and
so ϕ( f1), ϕ( f2), . . . , ϕ( fk) is a set of algebraically independent polynomials.

5.3 Connection with PITs

Before we see how we can build faithful maps over fields over finite characteristic,
we will see how the concept of Algebraic Independence helps us in solving PITs.
The following result is surprising because of the following reason. We know that
if ϕ is a faithful map for { f1, f2, . . . , fm} and { f1, f2, . . . , fk} is a transcendence basis,
then

F( f1, f2, . . . , fk) ≠ 0⇔ ϕ(F( f1, f2, . . . , fk)) ≠ 0.

However, the result says that ϕ preserves non-zeroness even if the polynomial F
under consideration depends on all the m polynomials f1, f2, . . . , fm.

Formally, we prove the following lemma. The proof, as we present it here, is from
[ASSS12], even though it was first proved in [BMS11].

Lemma 5.3.1. Suppose f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] and ϕ is a faithful map. Then, for
any circuit C(z1, . . . , zm),

C( f1, f2, . . . , fm) = 0⇔ ϕ (C( f1, f2, . . . , fm)) = 0
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Proof. As ϕ is a faithful map, there must be some transcendence basis { f1, f2, . . . , fk}

that is preserved by ϕ. Then,

F( f1, f2, . . . , fk, fk+1, . . . , fm) = F( f1, f2, . . . , fk)[ fk+1, . . . , fm]

as each of fk+1, . . . , fm are algebraic over F( f1, f2, . . . , fk). Also,

for any F ∈ F[ f1, f2, . . . , fk], F ≠ 0⇒ ϕ(F) ≠ 0.

Now note that
C( f1, f2, . . . , fm) ∈ F[ f1, f2, . . . , fm].

However, we can also consider C( f1, f2, . . . , fm) as an element in F( f1, f2, . . . , fm)

which is a field and so,

∃R ∈ F( f1, f2, . . . , fm) = F( f1, f2, . . . , fk)[ fk+1, . . . , fm]

such that
C[ f1, f2, . . . , fm]R( f1, f2, . . . , fk)[ fk+1, . . . , fm] = 1.

Clearing denominators, we get

0 ≠ C[ f1, f2, . . . , fm]R̃[ f1, f2, . . . , fm] = Q[ f1, f2, . . . , fk]

⇒ ϕ(C[ f1, f2, . . . , fm])ϕ(R̃[ f1, f2, . . . , fm]) = ϕ(Q[ f1, f2, . . . , fm]) ≠ 0

⇒ ϕ(C[ f1, f2, . . . , fm]) ≠ 0.

The other direction is completely trivial.

As noted before, this lemma does not assume anything about the characteristic of
the field. So in order to extend the results in [BMS11] and [ASSS12] to fields of
arbitrary characteristic, it is essential that we are able to construct faithful maps over
such fields.
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6Faithful maps over Arbitrary Fields

Given a set of polynomials { f1, f2, . . . , fm}which are defined on n variables and have
algebraic rank k, the intuition is that they actually depend on only k variables. A
faithful map is a formal way of expressing this. It relabels the variables x1, x2, . . . , xn

in such a way that ϕ( f1), . . . , ϕ( fm) now become k-variate polynomials and yet
continues to have algebraic rank k.

In the last chapter, we saw how to construct faithful maps over fields of characteristic
zero. The construction was essentially carried out in the following steps:

• Note that using the Jacobian Criterion, it is enough to show that J(f) and
J(ϕ(f)) have the same rank.

• Construct a linear map M that preserves linear rank.

• Define ϕ in such a way that rank(J(f)∣ϕ) = rank(J(f)) and J(f(ϕ)) = J(f)∣ϕ ×M.

We will also be doing something very similar, but using the [PSS16] criterion.

6.1 The Strategy
For a set of n-variate polynomials { f1, f2, . . . , fk}, let f = ( f1, f2, . . . , fk) and

Ĥ(f) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

. . . Ht( f1) . . .

. . . Ht( f2) . . .
⋮

. . . Ht( fk) . . .

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The columns inH(f) are labelled by monomials {m} in x = (x1, x2, . . . , xn) of degree
upto t and the element in position (m, i) is the coefficient of m in H( fi). By Theo-
rem 4.2.1, if { f1, f2, . . . , fk} is a set of algebraically independent polynomials, then
Ĥ(f) has full rank in

F(z)[x]

⟨Ht( f1), . . . ,Ht( fk)⟩
≥2
F(z) + ⟨x⟩t+1 ,

where t is the inseparable degree of { f1, f2, . . . , fk}.

Note that this is equivalent to saying that for every v = [v1, v2, . . . , vk]
T with

vi’s in ⟨Ht( f1), . . . ,Ht( fk)⟩
≥2
F(z) mod ⟨x⟩t+1 ,

the matrixH(f, v) = Ĥ(f)+ v has full rank in F(z)[x].
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ByTheorem4.2.1, whatwewant is a linearmap ϕ ∶ {x1, x2, . . . , xn}→ F(y1, y2, . . . , yk)

for which the following is true: For every u = [u1, u2, . . . , uk]
T with

”ui”s in ⟨Ht( f1(ϕ))), . . . ,Ht( fk(ϕ)))⟩
≥2
F(w) mod ⟨y⟩t+1 ,

the matrixH(f(ϕ), u) = Ĥ(f(ϕ))+ u has full rank in F(w)[y].

Just to spell it out, the columns of H(f, v) are indexed by monomials {m} in x, of
degree upto t. The entry at position (i, m) is the coefficient of m inHt( fi)+ vi, which
in general is a polynomial in z = (z1, z2, . . . , zn).

On the other hand, the columns ofH(f(ϕ), u) are indexed by monomials {m′} in
y = (y1, y2, . . . , yk), of degree upto t. The entry at position (i, m′) is the coefficient of
m′ inHt( fi(ϕ))+ ui, which in general is a polynomial in w = (w1, w2, . . . , wk).

In order to construct a faithful map, we claim that the following theorem is enough.

Theorem 6.1.1. There exists a family of linear maps ϕs ∶ {xi}i∈[n] → F[y] such that,

1. for every u ∈ ⟨Ht( f1(ϕs))), . . . ,Ht( fk(ϕs)))⟩
≥2
F(w) ,

there should exist some v ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩
≥2
F(z)

such that v(ϕs) = u. This will imply that for every s, u, there exists some v for which

H(f(ϕs), u) =H(f(ϕs), v(ϕs))

2. for every s, v, H(f, v)∣ϕs × Ms is a sub-matrix ofH(f(ϕs), v(ϕs))

3. ∃s such that for every v, ifH(f, v)∣ϕs has full rank, then so doesH(f, v)∣ϕs × Ms.

where f = ( f1, f2, . . . , fk) and Ms is some matrix dependent on ϕs.

Once we have such a family Φs = {ϕs}, if H is a hitting set for H̃(f, v) — the set of
all k × k minors inH(f, v) — then one of the following maps will be faithful for f.

{ϕ̃s,a ∶ xi → ϕs(xi)+ ai and zi → ϕs(zi)+ ai ∶ a = (a1, a2, . . . , an) ∈ H}s .

The reason for this is very similar to the characteristic zero case. Assume that
H(f, v) has full rank. Then for someH′(f, v) ∈ H̃(f, v), det(H′(f, v)) is a non-zero
polynomial in z, and hence det(H′(f, v))(a) ≠ 0 for some a ∈ H.

For the s in the third part of Theorem 6.1.1, let ϕ ∶ ϕ̃s,a. Note that for any v,

det(H′
(f, v))(a) = det(H′

(f, v)∣ϕ)(0),

and so det(H′(f, v))(a) ≠ 0 will imply that det(H′(f, v)∣ϕ) ≠ 0. This shows that
H′(f, v)∣ϕ will have full rank wheneverH′(f, v) does.
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Thus, we can make the following observation.

Observation 6.1.2. There exists s, a such that for ϕ = ϕs,a,H′(f, v)∣ϕ will have full rank
wheneverH′(f, v) does.

Further, the following will not be too hard to observe once we define ϕs

• The matrices corresponding to ϕ̃s and ϕs are equal for any a, and thus

H(f, v)∣ϕ × Ms is a sub-matrix ofH(f(ϕ), v(ϕ)).

• The proof of the first part of Theorem 6.1.1 will work even for ϕ̃s, and so for any u,
there exists a v such that

H(f(ϕ), u) =H(f(ϕ), v(ϕ)).

Using the above observations, the fact that Ms preserves rank and that the rank of
H(f(ϕ), v(ϕ)) will always be greater than that of any of its sub-matrices, we get:

H(f, v) has full rank for every v⇒H(f(ϕ), u) has full rank for every u.

The other direction is trivial and so there exists s, a such that for ϕ = ϕs,a,

H(f, v) has full rank for every v⇔H(f(ϕ), u) has full rank for every u.

In general, suppose we are given polynomials f1, f2, . . . , fm ∈ F[x1, x2, . . . , xn] with
transcendence basis { f1, f2, . . . , fk}. By Theorem 4.2.1, this implies thatH(f, v) has
full rank for every v. This we saw, is equivalent to saying that for ϕ defined as above,
H(f(ϕ), u)has full rank for everyu. Thus byTheorem4.2.1, { f1(ϕ), f2(ϕ), . . . , fk(ϕ)}

is algebraically independent and so algrank(f) ≤ algrank(f(ϕ)).

The other direction of inequality is trivially true and thus we have

algrank(f) = algrank(f(ϕ)),

proving that ϕ is a faithful map for f1, f2, . . . , fm.

Before we go into the proof of Theorem 6.1.1, let us fix some notation.

Notation 6.1.3. From now on, we will assume the following:

• x = (x1, x2, . . . , xn), e = (e1, e2, . . . , en);

• f1, . . . fk ∈ F[x] are algebraically independent polynomials of inseparable degree t;

• f = ( f1, f2, . . . , fk), y = (y1, y2, . . . , yk), p = (p1, p2, . . . , pk);

• xe = (xe1
1 , xe2

2 . . . , xen
n ), yp = (yp1

1 , yp2
2 . . . , ypk

k );

• ∂e =
∂∑ pi

∂xe1
1 ∂xe2

2 ...∂xen
n
;

• H is as defined at the beginning of this section. ◊
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6.2 Finding a Rank Extractor

The first step towards finding a ϕ that satisfies the properties in Theorem 6.1.1 is to
see howH(f(ϕ), v(ϕ)) can be written in terms ofH(f, v).

Let us define the following set:

shuff(e) = {σ ∶ σ is a permutation of Se}

where Se denotes the ordered multi-set consisting of ei ”i”s for each i ∈ [n]. Also, let
Sp denote the ordered multi-set consisting of pi ”i”s for each i ∈ [k].

Then for any linear map ϕ and any f ∈ F[x], using chain rule it is not hard to see
that the following relation holds.

∂∑ pi f (ϕ(x))
∂yp1

1 ∂yp2
2 . . . ∂ypk

k

= ∑
e∶∑ ei=∑ pi

⎛

⎝
∂e( f (x))(ϕ)× ∑

σ∈shuff(e)

⎛

⎝
∏
j∈Se

∂(ϕ(xσ(j)))

∂ySp[pos(j)]

⎞

⎠

⎞

⎠

Thus ignoring scalars, we seem to have a matrix decomposition. Consider the matrix
Mϕ with the following structure.

• The rows are indexed by monomials in x, and the columns are indexed by
monomials in y.

• The element at position (xe, yp) is
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∑σ∈shuff(e) (∏j∈Se

∂(ϕ(xσ(j)))
∂ySp[pos(j)]

) if ∑ ei = ∑ pi

0 otherwise

Clearly, Mϕ is a block diagonal matrix where the kth block has row labels xe and
column labels yp such that ∑ ei = k = ∑ pi.

Now, since we know that Vandermonde type matrices are rank extractors, it would
be helpful if each block in Mϕ were to look like a Vandermonde. However, this is
clearly not the case since each element in the matrix is a sum of many monomials,
even if we define ϕ(xi) = ∑ sijyj as in the zero characteristic case.

This motivated us to consider a sub-matrix of Mϕ that does look like a Vandermonde
if ϕ(xi) = ∑ sijyj. Let M̃ϕ be the sub-matrix of Mϕ that has only those columns that
are labelled by "pure monomials" — monomials of the type ye

i for different ”i”s.

Thus, for ϕ ∶ xi → ∑ sijyj, M̃ϕ has the following structure:

• The rows are indexed by monomials in x of degree upto t, and the columns
are indexed by monomials in y of the type ye

i .

• The element at position (xe, ye
j) is

⎧⎪⎪
⎨
⎪⎪⎩

e!
e1!...en ! × sj∑l∈Se l if ∑ ei = e
0 otherwise

34 Chapter 6 Faithful maps over Arbitrary Fields



The problemwith M̃ϕ however, is that the value of (∑l∈Se l) is not necessarily distinct
for distinct ”e”s. Thus, M̃ϕ does not remain a rank extractor. This caused us to
define ϕ as follows:

ϕ(xi) =∑ s(t+1)i jyj.

For this choice of ϕ, M̃ϕ is a block diagonal matrix with the eth block having rows
indexed by monomials xe for which ∑ ei = e and columns indexed by ye

j for various
”j”s. Further, each block looks like a Vandermonde type matrix. Hence, M̃ϕ is a
good candidate for a rank extractor.

6.3 Constructing a Faithful Map
As we saw in the last section, a good candidate for a faithful map is the following:

ϕs(xi) =∑ s(t+1)i jyj.

Wewill now proceed to show that it satisfies the conditions of Theorem 6.1.1. Before
that however, note that the first point in Observation 6.1.2 is true for ϕs.

To check that ϕs satisfies the first condition, note that by the definition of ϕs,

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x1

x2

⋮

xn

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= Mϕs ×

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

y1

y2

⋮

yk

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

for Mϕs =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

st s2t . . . skt

st2
s2t2

. . . skt2

⋮ ⋮ ⋱ ⋮

stn
s2tn

. . . sktn

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Clearly, Mϕs has full column-rank and thus has a left inverse. Note that there might
be many left inverses, but we can choose any one of them and call the corresponding
linear operator ϕ−1

s .

Thus for every u ∈ ⟨Ht( f1(ϕs)), . . . ,Ht( fk(ϕs))⟩
≥2
F(w), if

u =∑ g(w)× h(Ht( f1(ϕs)), . . . ,Ht( fk(ϕs))),

then we get the element v ∈ ⟨Ht( f1), . . . ,Ht( fk)⟩
≥2
F(z) required for the first part of

Theorem 6.1.1 as follows:

v =∑ g(ϕ−1
s (w))× h(Ht( f1), . . . ,Ht( fk)).

Further note that a similar argument holds for ϕ̃s as well, and thus the second point
in Observation 6.1.2 is also true.

Next, we want to check that ϕs satisfies the second condition of Theorem 6.1.1. So,
let us define the matrix Ms as follows:

• The rows are indexed by {xe}e and the columns are indexed by {ye
j}j,e

.

• The element at position (xe, yp
j ) is

⎧⎪⎪
⎨
⎪⎪⎩

sj∑l∈Se(t+1)l if ∑ ei = e
0 otherwise
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We want to show thatH(f, v)∣ϕs × Ms is a sub-matrix ofH(f(ϕs), v(ϕs)).

By chain rule, for any f ∈ F(z)[x],

∂e f (ϕs(x))
∂ye

j
= ∑

e∶∑ ei=e
(∂e( f (x))) (ϕs)×

e!
e1! . . . en!

× sj∑l∈Se(t+1)l

and so,
1
e!
×

∂e f (ϕs(x))
∂ye

j
= ∑

e∶∑ ei=e
(

1
e1! . . . en!

× (∂e( f (x))) (ϕs)× sj∑l∈Se(t+1)l
) .

In other words,

coeff. of ye
j in f (ϕs(x)) = ∑

e∶∑ ei=e
(( coeff. of xe in f (x)) (ϕs)× sj∑l∈Se(t+1)l

)

which implies that

(coeff. of ye
j in f (ϕs(x))) (w) = ∑

e∶∑ ei=e
(( coeff. of xe in f (x)) (ϕs)(w)× sj∑l∈Se(t+1)l

)

= ∑
e∶∑ ei=e

(( coeff. of xe in f (x)) (ϕs(z))× sj∑l∈Se(t+1)l
)

= ∑
e∶∑ ei=e

(( coeff. of xe in f (x)) (z)(ϕs)× sj∑l∈Se(t+1)l
)

if we define ϕs(zi) = ∑ s(t+1)i jwj.

Hence, (coeff. of ye
j in f (ϕs(x), ϕs(z)) (ϕs(z))

= ∑
e∶∑ ei=e

(( coeff. of xe in f (x, z)) ∣x=z(ϕs)× sj∑l∈Se(t+1)l
) .

This clearly shows that in particular, if H̄(f(ϕs), v(ϕs)) were to be the sub-matrix of
H(f(ϕs), v(ϕs)) consisting of only those columns which are indexed by monomials
of the type {ye

j}j,e
, then

H̄(f(ϕ), v(ϕ)) =H(f, v)∣ϕ × Ms,

proving that ϕs satisfies the second condition of Theorem 6.1.1.

So now, the only thing left to prove is, that ifH(f, v)∣ϕs has full rank, then so does
H(f, v)∣ϕs × Ms. Clearly, the following lemma is enough.

Lemma 6.3.1. If A is a full row rank matrix with at most k rows and has columns indexed
by monomials in x, then AMs also has full row-rank.

Proof. Let us associate with each xi a weight wi = (t + 1)i and extend it naturally to
all the monomials in x. Namely, wt ∶ {xe}→N is defined as wt(xe) = ∑

n
i=1 eiwi. As

ei ≤ t for every i, it is clear that each monomial gets a distinct weight. We will see
that this is the only property that we will use.
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Next, let us assume that A has k′ rows. Then, we extend the definition of wt to every
k′ × k′ minors of A as follows.

• Choose any k′ × k′ minor of A and call it A′. Say it has columns indexed by
xe1 , . . . , xek′ with the property that wt(xe1) < wt(xe2) < . . . < wt(xek′ ).

• Define the weight of this minor as wt(A′) = ∑k′
i=1 i wt(xei)

Claim 6.3.2. There is a unique non-zero minor with maximum weight.

Assume there are two non-zero minors A′ and A′′, both having the same weight.
Then, to prove the claim, it is enough to find a non-zero minor of greater weight.
Now among the symmetric difference of the columns in A′ and those in A′′, assume
that A′ has the one with minimum weight, say xe′ . Then, by the matroid property,
there is a column in A′′ say xe′′ such that A′′′ = (A′ ∖ {xe′})∪{xe′′} is also a non-zero
minor. By construction, wt(xe′′) > wt(xe′).

Further, if xe′ appears at position i′ in A′when the columns are arranged in ascending
order by weight and xe′′ appears at position i′′ in A′′′, then by construction i′′ > i′

and
wt(A′′′

) = wt(A′
)+ i′(wt(xe′′

)−wt(xe′
))+

i′′

∑
i=i′+1

(wt(xe′′
)−wt(xei))

> wt(A′
) = wt(A′′

)

assuming xei was at position i in A′ for i ∈ {i′ + 1, . . . , i′′}. This completes the proof
of the claim.

Now, note that Ms is a block diagonal matrix with the eth block consisting of rows
xe for which∑n

i=1 ei = e and columns of the type {ye
i}i∈[k]. We will choose k′ columns

from Ms as follows.

• Let A0 be the unique k′ × k′ minor of A having minimum weight. Further,
assume its columns are indexed by xe1 , . . . , xek′ with the property thatwt(xe1) <

wt(xe2) < . . . < wt(xek′ ).

• Choose the columns {y
∑n

j=1(ei)j

i }
i∈[k′]

and let this sub-matrix of Ms be M′
s. Fur-

ther, let the number of columns chosen from the jth block be k′j.

Clearly, the following claim will prove the lemma.

Claim 6.3.3. AM′
s, which is a k′ × k′ matrix, has non-zero determinant.

Note that by Binet-Cauchy formula,

det(AM′
s) = ∑

B⊆{xe}, ∣B∣=k′
det(AB)det((M′

s)B).
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Thus, if we define B1 = {B ∶ B ⊂ {xe} , ∣B∣ = k′ and AB is a non-zero minor of A}

and B2 = {B ∶ B ⊂ {xe} , ∣B∣ = k′ and for every j, ∣{xe : ∑n
i=1 ei = j}∣ = k′j}, then

det(AM′
s) = ∑

B⊆B1∩B2

det(AB)det((M′
s)B).

Now for any B ⊆ B1 ∩ B2, note that (M′
s)B is again a block-diagonal matrix and the

determinant of (M′
s)B is equal to the product of the determinants of the blocks.

Thus, the maximum degree of s in det((M′
s)B) is got when the maximum degree of

t is achieved in each of the blocks. Further, if we focus on any block, the maximum
degree of s is achieved when we choose the identity permutation, assuming that
the rows are ordered in ascending order by weight and the columns are ordered in
ascending order of the indices of y.

Again, for any B ⊆ B1 ∩ B2, notice that the maximum degree of s achieved by
det((M′

s)B) is at most wt(AB). Thus, for any B ⊆ B1 ∩ B2 such that AB ≠ A0, the
maximum degree of s achieved by det((M′

s)B) < wt(AB).

Finally, we can thus say that if B0 ⊆ B1 ∩ B2 is such that AB0 = A0, and d0 is the
maximumdegree of s achieved by det((M′

s)B0), then d0 = wt(A0), and the coefficient
of td0 in det(AM′

s) is exactly det(A0) ≠ 0. Hence, det(AM′
s) ≠ 0.

6.4 A Small family of Faithful Maps

Note that the only propertyweused ofwt is that eachmonomial gets a distinctweight.
Thus if we define ϕ(xi) = ∑ sj((t+1)i (mod p))yj and similarly define wi = (t + 1)i

(mod p), then assuming t to be a constant we claim that there are not too many ps
that we have to try out before we can ensure that the weight of every monomial is
distinct.

The number of monomials possible in x is (
n+t

t ) ≈ nt. For any pair of monomials xe,
xe′ ; a prime p is bad if it divides their weight. Note that the difference in weight
between any pair of monomials is at most t(t + 1)n and hence can have at most
n log(t(t+ 1)) distinct prime factors. Thus, the total number of bad primes is at most
n2t × n log(t(t + 1)) = O(n3t). Assuming t to be a constant, this is poly(n).

Further for each p that we try, we need to ensure that det(AMs) ≠ 0 whenever
det(AMs) is a non-zero polynomial in s. This is ensured for some s ∈ {0, 1, . . . , p}.
Thus, given a set of polynomials { f1, f2, . . . , fm} with constant inseparable degree,
the following is a small family of faithful maps as required by Theorem 6.1.1.

Φs = {ϕs,p(xi) =∑ sj((t+1)i mod p)yj ∶ p = O (n3t) , s ∈ {0, 1, . . . , p}} .
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Using the observations in the first section of this chapter, we have thus formally
proved the following theorem.

Theorem 6.4.1. Given a set of polynomials { f1, f2, . . . , fm} ∈ F[x1, x2, . . . , xn] with insep-
arable degree t, there exists a npoly(t) sized family of linear maps Φ such that for some ϕ ∈ Φ,

algrank( f1, f2, . . . , fm) = algrank( f1(ϕ, . . . , fm(ϕ))).

Thus, in the case where t is constant, we have a poly(n) sized family of faithful maps.

6.5 PIT for Sparse Polynomials

We will now extend the sparse polynomial PIT presented in [BMS11] to fields
of arbitrary characteristic. Let us assume that C is a circuit over m variables and
{ f1, f2, . . . , fm} ⊆ F[x] is a set of s-sparse polynomials. Further, let their algebraic
rank be at most k and their inseparable degree be t.

Since every fi is s-sparse, so is each element inH(f, v) for every v. Hence, any k × k
minor ofH(f, v) is (k!sk)-sparse. For k constant, by the PIT result in [AB99], there is
a poly(n) sized hitting set for H̃(f, v) — the set of all k × k minors ofH(f, v). Thus,
for t constant, Theorem 6.4.1 gives us a small family of maps Φ such that for atleast
one ϕ ∈ Φ, ϕ is faithful for { f1, f2, . . . , fm}.

By Lemma 5.3.1, checking whether C( f1, f2, . . . , fm) ≠ 0 is reduced to checking
whether C( f1(ϕ), f2(ϕ), . . . , fm(ϕ)) ≠ 0. Since we are now dealingwith a polynomial
that depends on only constantly many variables, a trivial de-randomisation of the
Schwartz-Zippel lemma gives a poly-sized hitting set.

Thus, we have proved the following theorem.

Theorem 6.5.1. If { f1, f2, . . . , fm} ∈ F[x1, x2, . . . , xn] is a set of sparse polynomials with
algebraic rank k and inseparable degree t, then for any circuit C over m variables, there is a
npoly(k,t) time PIT for C( f1, f2, . . . , fm).

Thus if k, t were constant, we have a poly(n)-time PIT.
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7Conclusion and Open Threads

In this thesis, we have focussed on the connection between Algebraic Independence
and PITs. We started by surveying a few properties of algebraic independence and
annihilating polynomials. We went on to discuss about the Jacobian Criterion and
then the Jacobian-like criterion in [PSS16]. Finally we saw how these concepts were
used to solve PITs in [BMS11] and [ASSS12].

We noticed that their technique used the Jacobian Criterion and hence required the
field to have characteristic zero. We then used the [PSS16] criterion to construct
"faithfulmaps" over arbitrary fields. This allowed us to extend the sparse polynomial
PIT result of [BMS11] to arbitrary fields, in the case where the inseparable degree is
constant.

A natural way forward is of course to try and extend the PIT results in [ASSS12].
Also, while working on this thesis, we made the following observations which
provide a couple of interesting threads that need to be investigated further.

A Basis Isolating Weight Assignment will also work

Recently Agrawal-Gurjar-Korwar-Saxena [AGKS14] introduced the concept of a
basis isolating weight assignment (or BIWA), while trying to solve PIT for a class
of circuits called ROABPs. Interestingly, BIWAs have a lot of rank extractor like
properties, and this was used in [AGKS14] and a thread of subsequent works.

Let wt ∶ {xi}i∈[n] → Nl be a weight assignment. Extend it to define a weight for
monomials in the usual manner: wt(xe) = ∑

n
i=1 eixi. We say that wt is a BIWA for

a class of polynomials if when we write these down as vectors, the correspond-
ing matrix with columns indexed by monomials in x1, x2, . . . , xn has the following
property.

There should exist some basis B from among the set of columns such that

• Weights of distinct monomials among the set of indices of B are distinct.

• If xe ∉ B, then it is spanned by columns with indices having weight strictly
greater than wt(xe).

It is interesting to note that in our context, instead of defining ϕs(xi) = ∑ sj(ti mod p),
if we define ϕs(xi) =∑ swt(i)j

where wt is a BIWA forH(f, v), our proof will continue to hold.
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To see why this is the case, we keep the weight of a minor as earlier. Note however,
that when we arrange the column indices by weight, the sequence is now non-
decreasing and not strictly increasing. Thus, if we ensure that the basis isolated by
the BIWA is the unique minor with maximumweight, then the rest of the arguments
remain the same.

Let us call B the basis isolated by wt and let M be any non-zero minor. Say B has
columns indexed by xe1 , . . . , xek′ with wt(xe1) < wt(xe2) < . . . < wt(xek′ ) and M has
columns indexed by xe′1 , . . . , xe′k′ with wt(xe′1) ≤ wt(xe′2) ≤ . . . ≤ wt(xe′k′ ).

By the property of BIWAs, for any i ∈ [k′], the space of columns with indices having
weight ≥ wt(xei) has dimension (k′ − i) if we remove the column indexed by xei from
it. Thus, for any i ∈ [k′],

xei ≠ xe′i ⇒ wt(xei) > wt(xe′i)

and so clearly, if M ≠ B, then wt(M) < wt(B).

Thus, constructing faithful maps boil down to constructing BIWAs for some class
of polynomials, depending on which circuit class we started with. This leads us to
ask the natural question of whether we can also construct faithful maps for circuit
classes for which BIWAs are known.

Working with high inseparable degree

The [PSS16] criterion shows that checking algebraic independence of a set of poly-
nomials can be reduced to checking the rank of a Jacobian-like matrix. While
constructing faithful maps, we realised that after we make a substitution for the vari-
ables, checking the rank of this matrix reduces to checking the rank of a sub-matrix
that have columns indexed by only "pure monomials".

The reason we needed the inseparable degree t to be constant was that the matrix
whose rank had to be tested had as many columns as the number of monomials of
degree at most t. The natural question to ask is thus whether we can make some
local substitution which will allow us to check algebraic independence by checking
the rank of matrix with columns indexed by only "pure monomials". This would
drastically reduce the size of the matrix under consideration and hence might allow
us to construct faithful maps even when the inseparable degree is large.
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