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## Central Question

$\mathrm{VP} \stackrel{?}{=} \mathrm{VNP}$ : Find explicit polynomials that cannot be computed by circuits of size poly $(\mathrm{n}, \mathrm{d})$.
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## The General Setting

[Baur-Strassen]: Any algebraic circuit computing $\sum_{i=1}^{n} x_{i}^{d}$ has size at least $\Omega(n \log d)$.
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Theorem [C-Hrubeš]: Any homogeneous non-commutative circuit computing

$$
\operatorname{OSym}_{n, d}(\mathbf{x})=\sum_{1 \leq i_{1}<\cdots<i_{d} \leq n} x_{i_{1}} \cdots x_{i_{d}}
$$

has size $\Omega(n d)$ for $d \leq \frac{n}{2}$.
Further, there is a non-commutative circuit of size $O\left(n \log ^{2} n\right)$ that computes $\operatorname{OSym}_{n, n / 2}(\mathbf{x})$.

Usual Template for Proving<br>Algebraic Circuit Lower Bounds

## The Measure

## Usual Template for Proving <br> Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

## The Measure

## Usual Template for Proving <br> Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d) ;
$$

leading to a lower bound on $s$.

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$.

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d) ;
$$

leading to a lower bound on $s$.

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d) ;
$$

leading to a lower bound on $s$.

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$. $f^{(i)}$ : Polynomial got from $f$ by setting variables in positions other than $i, i+1$ to 1 .

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d)
$$

leading to a lower bound on $s$.

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$. $f^{(i)}$ : Polynomial got from $f$ by setting variables in positions other than $i, i+1$ to 1 .

$$
\mu(f)=\operatorname{rank}\left(\operatorname{span}_{\mathbb{F}}\left(\left\{f^{(0)}, f^{(1)}, \ldots, f^{(d)}\right\}\right)\right)
$$

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d)
$$

leading to a lower bound on $s$.

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$. $f^{(i)}$ : Polynomial got from $f$ by setting variables in positions other than $i, i+1$ to 1 .

$$
\mu(f)=\operatorname{rank}\left(\operatorname{span}_{\mathbb{F}}\left(\left\{f^{(0)}, f^{(1)}, \ldots, f^{(d)}\right\}\right)\right)
$$

## Example:

$f=x_{1} \cdots x_{d}+x_{d} \cdots x_{1}$

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d) ;
$$

leading to a lower bound on $s$.

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$. $f^{(i)}$ : Polynomial got from $f$ by setting variables in positions other than $i, i+1$ to 1 .

$$
\mu(f)=\operatorname{rank}\left(\operatorname{span}_{\mathbb{F}}\left(\left\{f^{(0)}, f^{(1)}, \ldots, f^{(d)}\right\}\right)\right) .
$$

## Example:

$$
f=x_{1} \cdots x_{d}+x_{d} \cdots x_{1} \Longrightarrow f^{(1)}=x_{1} x_{2}+x_{d} x_{d-1} .
$$

## The Measure

## Usual Template for Proving Algebraic Circuit Lower Bounds

Define a measure $\mu$ such that

- for any polynomial $F$ computed by an $s$-sized instance of the model,

$$
\mu(F) \leq f(n, d, s)
$$

- for the hard polynomial, $F_{0}$,

$$
\mu\left(F_{0}\right) \geq f_{0}(n, d)
$$

leading to a lower bound on s.

## The Measure we Use

$f$ : Hom. non-commutative polynomial of degree $d$. $f^{(i)}$ : Polynomial got from $f$ by setting variables in positions other than $i, i+1$ to 1 .

$$
\mu(f)=\operatorname{rank}\left(\operatorname{span}_{\mathbb{F}}\left(\left\{f^{(0)}, f^{(1)}, \ldots, f^{(d)}\right\}\right)\right)
$$

## Example:

$$
f=x_{1} \cdots x_{d}+x_{d} \cdots x_{1} \Longrightarrow f^{(1)}=x_{1} x_{2}+x_{d} x_{d-1} .
$$
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$$
\mu(F) \leq s
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Thank you!

