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- Label on each edge: An affine linear form in $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$
- Polynomial computed by the path $p=w t(p)$ : Product of the edge labels on $p$
- Polynomial computed by the $\mathrm{ABP}: \quad f_{\mathcal{A}}(\mathbf{x})=\sum_{p} w t(p)$
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\mathrm{VP}=\mathrm{VNP} \stackrel{\text { G.R.H. }}{\Longrightarrow} \mathrm{P}=\mathrm{NP}
$$
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An ABP is set-multilinear with respect to $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right\}$ if every path in it computes a set-multilinear monomial with respect to $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right\}$.
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- $G_{n, d}$ is computable by a set-multilinear ABP of size poly $(n, d)$,
- any $\sum$ osmABP of max-width poly $(n)$ computing $G_{n, d}$ requires total-width $2^{\Omega(d)}$,
- any ordered set-multilinear branching program computing $G_{n, d}$ requires width $n^{\Omega(d)}$.
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