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- Label on each edge: An affine linear form in $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$
- Polynomial computed by the path $p=w t(p)$ : Product of the edge labels on $p$
- Polynomial computed by the $\mathrm{ABP}: \quad f_{\mathcal{A}}(\mathbf{x})=\sum_{p} w t(p)$
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## General Formulas

[Kalorkoti]: Any formula computing the $n^{2}$-variate $\operatorname{Det}_{n}(\mathbf{x})$ requires $\Omega\left(n^{3}\right)$ wires.
[Shpilka-Yehudayoff] (using Kalorkoti's method): There is an $n$-variate multilinear polynomial such that any formula computing it requires $\Omega\left(n^{2} / \log n\right)$ wires.
[C-Kumar-She-Volk]: Any formula computing $\operatorname{ESYM}_{n, 0.1 n}(\mathbf{x})$ requires $\Omega\left(n^{2}\right)$ vertices, where

$$
\operatorname{ESYM}_{n, d}(\mathbf{x})=\sum_{i_{1}<\cdots<i_{d} \in[n]} x_{i_{1}} \cdots x_{i_{d}} .
$$
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A lot of work that culminated in [Limaye-Srinivasan-Tavenas] Any depth-3 or depth-4 circuit computing $\mathrm{IMM}_{n, \log n}^{n}(\mathbf{x})$ must have size $n^{\Omega(\sqrt{d})}$.
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- there are $d$ layers in the ABP
- every edge in layer $i$ is labelled by a homogeneous linear form in $\mathbf{x}_{\sigma(i)}$
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[Bhargav-Dwivedi-Saxena]: Super polynomial lower bound against total-width of $\sum$ osmABP for a polynomial of degree $d=O\left(\frac{\log n}{\log \log n}\right) \Longrightarrow$ super-polynomial lower bound against ABPs.
[C-Kush-Saraf-Shpilka]: Super polynomial lower bound against total-width of $\sum$ osmABP for a polynomial of degree $d=\omega(\log n)$ that is computable by polynomial-sized ABPs.
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[C-Hrubeš]: Any homogeneous non-commutative circuit computing

$$
\operatorname{OSym}_{n, d}(\mathbf{x})=\sum_{1 \leq i_{1}<\cdots<i_{d} \leq n} x_{i_{1}} \cdots x_{i_{d}}
$$

has size $\Omega(n d)$ for $d \leq \frac{n}{2}$. The lower bound is tight for homogeneous non-commutative circuits.
[Nisan]: Any ABP computing $\operatorname{Pal}_{n}\left(x_{0}, x_{1}\right)=\sum_{w \in\{0,1\}^{n / 2}} \mathbf{x}_{w} \cdot \mathbf{x}_{w^{R}}$ has size $2^{\Omega(n)}$.
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[Cha]: For $\mathbf{x}=\cup_{i \in[n]}\left\{X_{i}\right\}$ with $X_{i}=\left\{x_{i, j}\right\}_{j \in[n]}$, there exists a ( $\log n$ )-degree abecedarian polynomial $f \in \mathbb{F}\langle\mathbf{x}\rangle$ such that any abecedarian formula computing it has size $n^{\Omega(\log \log n)}$. If an $n$-variate polynomial is abecedarian with respect to $\left\{X_{1}, \ldots, X_{m}\right\}$ for $m=\log n$, then any formula computing $f$ can be made abecedarian with only poly $(n)$ blow-up in size.

## Some Open Directions

- Better lower bounds against homogeneous formulas?


## Some Open Directions

- Better lower bounds against homogeneous formulas?
- Better lower bounds against set-multilinear ABPs?


## Some Open Directions

- Better lower bounds against homogeneous formulas?
- Better lower bounds against set-multilinear ABPs?
- Bootstrapping statement, similar to [CILM], which is sensitive to both degree and number of variables?


## Some Open Directions

- Better lower bounds against homogeneous formulas?
- Better lower bounds against set-multilinear ABPs?
- Bootstrapping statement, similar to [CILM], which is sensitive to both degree and number of variables?
- Separating formulas and ABPs in the non-commutative setting?


## Some Open Directions

- Better lower bounds against homogeneous formulas?
- Better lower bounds against set-multilinear ABPs?
- Bootstrapping statement, similar to [CILM], which is sensitive to both degree and number of variables?
- Separating formulas and ABPs in the non-commutative setting?


## Questions?

